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Use Case

Data representing your application

X X VY Leaderboard @

‘¥’ LMSYS Chatbot Arena Leaderboard Vote!

Blog | GitHub | Paper | Dataset | Twitter | Discord | Kaggle Competition

LMSYS Chatbot Arena is a crowdsourced open platform for LLM evals. We've collected over 1,000,000 human pairwise comparisons to rank LLMs with the Bradley-
Terry model and display the model ratings in Elo-scale. You can find more details in our paper. Chatbot arena is dependent on community participation, please

contribute by casting your vote!

& NEWS: We got a shorter URL! Reach us via Imarena.ai

Arena [ >
Total #models: 133. Total #votes: 1,717,800. Last updated: 2024-08-22.

5 NEW! View leaderboard for different categories (e.g., coding, long user query)! This is still in preview and subject to change.

Code to recreate leaderboard tables and plots in this notebook. You can contribute your vote at chat.Imsys.org!

Category Overall Questions
Overall - #models: 133 (100%) #votes: 1,717,800 (100%)
Rankx Arena . . . Knowledge
Model 95% CI Votes Organization ' License

(UB) Score Cutoff



Use Case

Data representing your application




Context

Model is only one of the lego bricks

Query

Model API

Generation

Response

Source: Huyen, 2024


https://huyenchip.com/2024/07/25/genai-platform.html

Context

Model is only one of the lego bricks

Orchestration

Cached response

Context construction

e.g. RAG, agent,
query rewriting

Input guardrails
e.g. Pll redaction

Read-only Actions
e.g. vector search,
run SQL queries,

web search

Write Actions
e.g. update orders,
send emails

Databases
e.g. documents,
tables, chat history,
vectorDB

Final response

Output guardrails
- Safety/verification
- Structured outputs

A

Model gateway
Model catalog, access
token management, ...

Routing

Generation

Scoring

Logging, monitoring, and analytics

Source: Huyen, 2024


https://huyenchip.com/2024/07/25/genai-platform.html

Context

Final Intermediate Trajectory

Model is only one of the lego bricks




Criteria

Your definition of success

Iy Criteria Name BReview Badge
l | ‘— Delete Criteria

) Simplicity 9

Does the example use only simple language by

avoiding complex words/sentences, and m Criteria Description
presents situations or actions that a young

child would be able to relate to?

Split SImplic_itj
Language Simplicity Suggested Revisions

The example uses only simple language by
avoiding complex words and sentences.

Relatability

The example presents situations or actions
that a young child would be able to relate to.


https://arxiv.org/pdf/2309.13633
https://arxiv.org/pdf/2309.13633
https://arxiv.org/abs/2404.12272

Criteriaper = Rubrics per
Your definition of success task data point

Criteria



https://arxiv.org/pdf/2309.13633
https://arxiv.org/pdf/2404.16820
https://arxiv.org/pdf/2404.16820

Use Case

Data representing your application

Context

Model is only one of the lego bricks

Final Intermediate Trajectory

Criteria Criteriaper = Rubrics per
Your definition of success task data pOint




Automatic evaluation is the holy
grail, but still a work in

progress. Without it, engineers
are left with eye-balling results
and testing on a limited set of
examples, and having a 1+ day
delay to know metrics.

Linkedin team, 2024, Musings
on building a Generative Al

product

The model eval was the key to
success in order to put a LLM in
production. We couldn’t afford a
manual check and refinement in a
non-static ecosystem.

Stefano Frigerio, Head of Technical
Leads, Generali Italia


https://www.linkedin.com/blog/engineering/generative-ai/musings-on-building-a-generative-ai-product
https://www.linkedin.com/blog/engineering/generative-ai/musings-on-building-a-generative-ai-product
https://www.linkedin.com/blog/engineering/generative-ai/musings-on-building-a-generative-ai-product
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Quality Evaluation



Evaluation — Problem Statement

F (subject, criteria) — result



F (subject, criteria) — result

Evaluation — Subject

Point-wise
. . | Model R | Metrics
POlnt'Wlse. Prompt g Inference - ReSponse Computation

prompt — response 3
Result: absolute measures

Pair-wise (Side by Side)

e s
. . Side by Side
Pair-wise: Prompt Comparison
prompt — (response 1, response 2) . Modlelfz [baseline] - Response 2 f
Result: relative preference nrerence




Evaluation — Criteria

Aspect (Dimension):
e  General text generation: e.g., fluency, coherence,
e Taskrelated
o  Summary: e.g., Conciseness, Comprehensiveness,
o  Openbook Q/A: Groundedness
o  Code: correctness of execution result
o  Tool use: tool selection accuracy, parameter value correctness
e  User specific
o  Entertaining, Engaging, intuitive
Rubrics

F (subject, criteria) — result

Logical Robustness

Harmlessness 5 Logical Correctness

\\ Logical

/
concnsenesi,// r "\ Efficiency

~—— Vicuna 138
Alpaca 138
—— LLaMA2 Chat 708
— GPT-35
Bard
—— Claude

|
| Factuality
|
/ <o GPT-4

¥
Readability &
[N

o\ ........ e Commonsense
Melacogmtion\\ ............... B /Understandlng

Completeness Comprehension

Insightfulness

Source: FLASK (Ye 2023)

summary.
2: (Bad). The summary is grounded, but does not follow the instructions.

1: (Very bad). The summary is not grounded.

5: (Very good). The summary follows instructions, is grounded, concise, fluent and aligned with reference summary.
4: (Good). The summary follows instructions, is grounded, concise, and fluent but not aligned with reference summary.
3: (Ok). The summary mostly follows instructions, is grounded, but is not concise, not fluent, not aligned with reference



https://cloud.google.com/vertex-ai/generative-ai/docs/models/metrics-templates#pointwise_text_quality
https://cloud.google.com/vertex-ai/generative-ai/docs/models/metrics-templates#pointwise_summarization_quality
https://cloud.google.com/vertex-ai/generative-ai/docs/models/metrics-templates#pairwise_question_answering_quality
https://arxiv.org/abs/2307.10928

Evaluation — Result

F (subject, criteria) — result

L] Rating: qualitative measure 1 poor quality 3 5: great quality
o  Point-wise: Absolute measure *
o ir-wise: i - -
Pair-wise: Relative preference | T wins | 2 Wins |
e Rationale: verbal feedback . - -
: | 1wins | tie | 2wins |
o  Explanation to user < -
o  Captures reasoning thoughts and improves rating 1strongly preferred 2 strongly preferred
quality
( Verbal Feedback | ( Verbal Feedback |
Both responses attempt to convey the fundamental concept of containerization, The response effectively uses simple and accessible language to explain
but with varying degrees of clarity and technical detail. Response A approaches containerization and Docker, which is great for beginners. The analogy of putting
the concept by using the metaphor of ‘putting things in a box,' which, while easy things in a box is particularly helpful as it visually illustrates the concept of [...]
to understand, lacks precision and industry-specific [...]
However, the response could be improved by briefly mentioning why
On the other hand, Response B employs technical jargon more effectively, containerization is significant, such as its benefits in ensuring that software runs
such as ‘packaging,' ‘configuration files, 'libraries,” and 'dependencies.’ consistently across different computing environments. It loses a point for not fully
addressing the significance of containerization in the broader context of software
It can be concluded that Response B is better than Response A. development, which could provide valuable insight for the reader.
[Scoring Decision] [Scoring Decision]
LY
“ S > » » ‘:“3,
- = L2 M- o il J

Source: Prometheus (Kim 2024)



https://arxiv.org/abs/2405.01535

Evaluation — Reference

F (subject, criteria, reference*) — result

Can be optional
e  Evaluation Perspective: Similarity to

Reference

e Discriminative task:
o  Ground truth
e  Generative task:
o  Representative sample

Point-wise Fommmmmmeeees !
| Reference  F------------ :
e o e e e e e e e e e e e e i
Input Prompt iloet: > Response MISHLES
putFromp Inference P Computation
A
Pair-wise T I
1 Reference  }------------ !
Model 1 - |
Inference "| Responsef !
Side by Side
Input Prompt Comparison
Model 2 _ 4
» Response 2
Inference




F (subject, criteria, reference*) — result

Evaluation — Method

e Computation
e Human

e LLM (LLM as Judge, as critic, Autorater)



Method - Computation (1)

Quantify the similarity between response and reference
e Reference Required
Support point-wise eval

F ((prompt, response), reference) — score

F (subject, criteria, reference*) — result

[ ]
e  Only provide score as result
e Does not support fine-grained criteria specificification

Approaches
e Lexicon similarity: e.g., ROUGE, BLEU
e Embedding similarity: E.g. BERTScore, BARTscore

Limitation

Metrics Naturalness Coherence  Engagingness Groundedness Average
p T p T p T p T p T
ROUGE-L 0.146 | 0.176| 0.203 | 0.193 | 0.300| 0.295 | 0.327 | 0.310 | 0.244| 0.244
BLEU-4 0.175| 0.180| 0.235| 0.131| 0.316| 0.232 | 0.310| 0.213 | 0.259 | 0.189
BERTScore 0.209| 0.226 | 0.233 | 0.214 | 0.335| 0.317 | 0.317| 0.291 | 0.274 | 0.262
G-EVAL-3.5 | 0.539| 0.532| 0.544| 0.519| 0.691| 0.660 | 0.567| 0.586 | 0.585| 0.574
G-EVAL-4 0.565| 0.549| 0.605| 0.594| 0.631| 0.627 | 0.551| 0.531 | 0.588 | 0.575
ChatGPT(SA) | 0.474| 0.421| 0.527| 0482 | 0.599 | 0.549 | 0.576 | 0.558 | 0.544| 0.503
ChatGPT(MA)| 0.441| 0.396| 0.500| 0.454 | 0.664 | 0.607 | 0.602 | 0.583 | 0.552| 0.510
GPT-4(SA) 0.532| 0.483| 0.591| 0.535| 0.734| 0.676 | 0.774 | 0.750 | 0.658 | 0.611
GPT-4(MA) 0.630 | 0.571| 0.619| 0.561 | 0.765| 0.695 | 0.722| 0.700 | 0.684 | 0.632

e Sensitive to the choice of reference.

e Lexicon similarity only measures syntactical matches rather than semantics
e  Weak correlation with human judgment in complex, open-ended tasks.

Usage
e Scalable evaluation in simple settings

On SummeEval Spearman (p) and Kendall-Tau (t)

Source: G-Eval (Liu 2023)

Break down big eval tasks into smaller pieces (e.g. in Function Calling evaluation, parameter value comparison)

[ J
e Low-cost sanity check and monitoring of tuning progress
[ J

Complement other approaches (human, autorater) to provide an objective assessment



https://aclanthology.org/W04-1013/
https://aclanthology.org/P02-1040.pdf
https://arxiv.org/abs/1904.09675
https://arxiv.org/abs/2106.11520
https://arxiv.org/pdf/2303.16634

F ((prompt, response), reference) -> score

Method - Computation (2)

Example: ROUGE (Recall-Oriented Understudy for Gisting Evaluation)

e  The score ranges from O (poor similarity) to 1 (strong similarity)
e Aset of metrics:

[ ] ROUGE_n examlnes WOI’d gl"OUpS (n_gramS) RECALL = Quverlapping number of n—grams

Number of n—grams in the reference

PRECISION = Owerlapping number of n—grams

Number of n—grams in the candidate

e ROUGE-L is based on the longest common subsequence (LCS) appear in the same order.
e ROUGE-Lsum: based on ROUGE-L at the sentence level; aggregates all the results for the final score;
suitable for tasks where sentence level extraction is valuable such as extractive summarization tasks.

Best Practice: Preprocessing to remove any noise or irrelevant information (e.g., punctuation, stop words) that
might interfere with the evaluation process.

from rouge_ score import rouge_scorer
scorer = rouge_scorer.RougeScorer(['rougel', 'rouge2', 'rougel',6 'rougeLsum'])

scores = scorer.score('The quick brown fox jumps over the lazy dog',
print (scores)

'The quick brown dog jumps on the log.')
{

'rougel': Score(precision=0.75, recall=0.67, fmeasure=0.71),

'rouge2': Score(precision=0.29, recall=0.25, fmeasure=0.27),

'rougel': Score(precision=0.625, recall=0.56, fmeasure=0.59),

'rougeLsum': Score (precision=0.625, recall=0.56, fmeasure=0.59)

}




F (subject, criteria, reference?*) -> result
Method — Human

F ((prompt, response), criteria) -> score, rational
F ((prompt, responsel, response2), criteria) -> preference, rational

Goal: Ensure quality and control cost
Phased Approach:

e  Start with Samples: train human evaluators and calibrate their judgments using a clear rubric.
e Proceed to Full Scale: expand evaluation to a larger set; allows for iterative refinement of the evaluation process.

Limitations:

e  Expensive and time-Consuming
e Human Expertise Matters: The quality of human evaluation depends on the expertise and consistency of the evaluators.
o  Crowdsourcing.
o  Annotator Services: Engage professional annotation services for higher precision.
o  Domain Expertise: For specialized tasks, prioritize evaluators with relevant domain knowledge to ensure meaningful
assessments.
Usage:
e  Production Release: directly inform decision-making for product readiness, ensuring that quality standards meet production
requirements.
e calibrate and optimize Autorater: Use a small number of human labelled data to assess the quality of autorater, iterate its
quality as needed, and use autorater for scalable evaluation.



F (subject, criteria, reference?*) -> result

Method - AutoRater

F ((prompt, response), criteria, reference?*) -> score, rational
F ((prompt, responsel, response2), criteria, reference*) -> preference, rational

— Same scope as human evaluation

How to use

How to design

How to evaluate (meta-evaluation)
How to align with your needs
Limitations and migations



AutoRater - How to Use

F ((prompt, response), criteria, reference*) -> score, rational
F ((prompt, responsel, response2), criteria, reference*) -> preference, rational

Task Result

Critera

[ [
Subject: (prompt, response) |
(prompt, responsel, response 2)

Rating
Rationale

Reference*

AutoRater




AutoRater — Design Framework

Task

Critera

Reference*

Subject: (prompt, response) |
(prompt, responsel, response 2)

Result

Rating
Rationale

AutoRater

Prompt Formatter

AutoRater LLM

Input [

Result Parser

Output I:




AutoRater - Types of Model

Prompt Formatter

Generative Models

@)

Leverage language generation capabilities to deliver both score and detailed
rationales (e.g.,CoT explanations).

General (foundation model) vs fine-tuned specialized autorater model

Flexibility in output formatting: Support both pointwise scoring and pairwise
comparisons

Need a result parser to get the score from the text output, sometimes this may fail
due to malformatting.

Can directly prompt foundation model without fine-tuning or be fine-tuned for

improved accuracy

Discriminative Models (Reward Models).

o

o

@)

o

Implicit Reward Models via DPO, Although less common, generally underperform compared

Trained to predict scalar scores
Optimized to deliver precise and consistent evaluations based on specified criteria
Support both pointwise scoring and pairwise comparisons

No support for rationale and nuanced reasoning

to discriminative and generative models and are not the primary focus here.
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AutoRater LLM

Model

Skywork/skywork-Reward-Gemma-2-27B-v0.2

nvidia/Llama-3.1-Nemotron-70B-Reward *

Skywork/skywork-Reward-Gemma-2-278 A

SE-Foundation/TextEval-Llama3.1-70B *

meta-metrics/MetaMetrics-RMzv1.0

Skywork/Skywork-Critic-llama-3.1-70B A&

Skywork/skywork:-Reward-Llama:3.1:8B:v0.2

nicolinho/QRM:L1lama3.1:88 A
LxzGordon/URM:-LLaMa:-3.1:88 4
Salesforce/SFR:LLaMa:-3.1:708-Judge:x *

Skywork/Skywork-Reward-Llama-3.1-88 4

general:preference/GPM:Llama:-3.1:88 4

nvidia/Nemotzron-4-340B-Reward *

Source: RewardBench

Result Parser

Output II

4 Model Type A
Seq. Classifier
Custom Classifier

Seq. Classifier

Custom Classifier

Seq. Classifier
Seq. Classifier

Seq. Classifier

Seq. Classifier
Custom Classifier
Custom Classifier

Seq. Classifier



https://huggingface.co/spaces/allenai/reward-bench

AutoRater - Prompt Formatter

Task

Criteria

|
Subject: (prompt, response) |
(prompt, response 1, response 2)

Reference*

r

Evaluation Instructions
You are an expert evaluator. Your task is to evaluate the quality of the responses generated by Al
models...

Criteria
Groundedness: response contains information included only in the context...
Conciseness: ..

## Rating Rubric
5: (Very good). The summary follows instructions, is grounded, concise, fluent ..

1: (Very bad). The summary is not grounded.

Data (Subject, Reference*)
### Reference

{reference}

### Prompt

{prompt}

## Response

{response}

v

Prompt Formatter

Input [
AutoRater

AutoRater LLM Result Parser

Output I:




AutoRater - Prompt Formatter

Task

Criteria

|
Subject: (prompt, response) |
(prompt, response 1, response 2)

Reference*

Generative Model Only

el

Output Format Spec

Your output should only consist
of ...

Produce structured
output

Error handling for
malformatted output

L4

Prompt Formatter

AutoRater LLM

Input [
AutoRater

Result Parser

Output I:




AutoRater — Multiple Rater Orchestration

Task

Criteria

Reference*

Subject: (prompt, response) |
(prompt, response 1, response 2)

Result

Rating
Rationale

AutoRater

Prompt Formatter

AutoRater LLM 1

‘\

Input [

AutoRater LLM n

[~

Orchestrator

Result Parser

Output I:

Reference: Juries (Verga 2024), ChatEval (Chan 2023), Agent-as-Judge (Zhuge 2024), MATEval (Li 2024),



https://arxiv.org/abs/2404.18796
https://arxiv.org/abs/2308.07201
https://arxiv.org/abs/2410.10934
https://arxiv.org/abs/2403.19305

Meta Evaluation - Overview

Human Rater

Task

Criteria

|
Subject: (prompt, response) |
(prompt, responsel, response 2)

Reference*

Meta-Evaluation

Y

Human Rater Result

Rating J_J
Rationale

Auto Rater Result

Rating J_J
Rationale

AutoRater




Meta Evaluation - Metrics

e Correlations (Point-wise score)
o Spearman correlation: Good for monotonic relationships, less sensitive to outliers.
o Kendall's Tau: Suitable for ranked data and assessing concordance/discordance, handles ties well.
o Pearson correlation: Best for linear relationships with normally distributed data.
e Agreement (Pair-wise preference)
o Cohen's Kappa: Measures the agreement between two raters on categorical data, accounting for
chance agreement [weight=quadric]
o Opinions vary on how scores should be interpreted, but in general k > 0.8 is considered a strong
correlation and k > 0.6 is a moderate correlation.
o  Confusion matrix and accuracy

— Naturalness Coherence  Engagingness Groundedness Average

p T p T p T p T p T
ROUGE-L 0.146 | 0.176| 0.203 | 0.193 | 0.300| 0.295 | 0.327 | 0.310 | 0.244 | 0.244
BLEU-4 0.175| 0.180| 0.235| 0.131| 0.316| 0.232 | 0.310| 0.213 | 0.259| 0.189

BERTScore 0.209| 0.226 | 0.233 | 0.214| 0.335| 0.317 | 0.317| 0.291 | 0.274 | 0.262
G-EVAL-3.5 | 0.539] 0.532]| 0.544| 0.519| 0.691 | 0.660 | 0.567 | 0.586 | 0.585| 0.574
G-EVAL-4 0.565| 0.549| 0.605| 0.594 | 0.631| 0.627 | 0.551 | 0.531 | 0.588 | 0.575
ChatGPT(SA) | 0.474| 0.421| 0.527| 0.482| 0.599 | 0.549 | 0.576 | 0.558 | 0.544| 0.503
ChatGPT(MA)| 0.441| 0.396 | 0.500| 0.454 | 0.664 | 0.607 | 0.602 | 0.583 | 0.552| 0.510
GPT-4(SA) 0.532| 0.483| 0.591 | 0.535| 0.734| 0.676 | 0.774 | 0.750 | 0.658 | 0.611
GPT-4(MA) 0.630 | 0.571| 0.619 | 0.561| 0.765| 0.695 | 0.722| 0.700 | 0.684 | 0.632

Spearman (p) and Kendall-Tau (t)
Source: G-Eval (Liu 2023)



https://arxiv.org/pdf/2303.16634

Meta-Evaluation — Datasets and Benchmarks

Datasets

MTBench and Chatbot Arena [pair-wise] Multi-turn conversations, crowdsource preference annotations.
HelpSteer and HelpSteer?2 [pair-wise] helpful, factually correct and coherent, leveraging human annotators.
LLMBar [pair-wise] manually curated challenging meta-evaluation to assess instruction-following.
AlpacaEval and AlpacaFarm [pair-wise], chat, low-cost simulation of pairwise feedback from APl models.
Anthropic Helpful and Anthropic HHH_ [pair-wise]: human alignment capability on helpful, honest, harmless.
summarize_from_feedback [pair-wise], summary comparison.

HuanEvalPack [point-wise] coding abilities.

FLASK [point-wise]: fine-grained scoring with 4 primary abilities divided into 12 fine-grained skills.

Benchmarks

RewardBench: [5 category with 27 datasets], comprehensive benchmark that covers chat, reasoning, and safety.
LLM-AgareFact; [11 datasets] fact verification benchmark covering: fact verification, faithfulness of summary, etc.
JudgeBench: benchmark on challenging response pairs spanning knowledge, reasoning, math, and coding.
WildBench: WB-Reward and WB-Score with fine-grained outcomes. e.g. for pairwise comparison: much better,
slightly better, slightly worse, much worse, or a tie.

EvalBiasBench: bias benchmark

e CoBBLEr: bias benchmark



https://github.com/allenai/reward-bench
https://arxiv.org/pdf/2404.10774
https://arxiv.org/abs/2410.12784
https://arxiv.org/abs/2406.04770
https://arxiv.org/abs/2407.06551
https://arxiv.org/abs/2309.17012
https://arxiv.org/abs/2306.05685
https://huggingface.co/datasets/nvidia/HelpSteer2
https://arxiv.org/abs/2310.07641
https://github.com/tatsu-lab/alpaca_eval?tab=readme-ov-file
https://arxiv.org/abs/2305.14387
https://arxiv.org/abs/2204.05862
https://arxiv.org/abs/2112.00861
https://arxiv.org/abs/2009.01325
https://arxiv.org/abs/2308.07124
https://arxiv.org/abs/2307.10928

Meta-Evaluation - From Benchmark to Your Task

e Prompt curation:
o Align closely with your production usage distribution
o For benchmarks such as HelpSteer, crowdsourcing is used to cover the diverse range of
LLM use cases.
o Prompts from benchmark datasets may not align with your production usage pattern. You
need to build your own prompt sets (e.g., initially manually and/or sampling from
production traffic).

e Candidate Responses:
o Ensure candidate responses covers the specific model candidates you plan to deploy.
o For benchmarks such as MT-Bench/Chatbot Arena, a wide range of models are selected to
produce responses with the goal of comparing all models, which may not be necessary for
you.

e Annotation:
o Quality is critical
o Human annotation (pay attention to inter-rater agreement)
o Use powerful models cautiously (to avoid self-promotion bias).



AutoRater — Model Fine-tuning

Representative Models

Model

Base Model

Type

Training data

Training Method

FLAMe-24B

PaLM-2-24B (IT)

generative

100+ quality assessment tasks
comprising 5M+ human judgments

Text-to-text multitask SFT

FLAMe-RM-24B;
FLAMe-Opt-RM

PaLM-2-24B (IT)

discriminative

HelpSteer, PRM800OK, CommitPack,
HH Harmlessness (covering chat,
reasoning and safety)

Fine-tuning with pairwise preference data
Tail-patch fine-tuning to optimize multitask
mixture

Skywork-Reward

Gemma-2-27b-it;
Llama-3.1-8B

discriminative

Skywork-Reward-Preference-80K-v
0.1 (HelpSteer2, OffsetBias,
WildGuard, Magpie DPO series,
In-house human annotation data)

BT-based pair-wise ranking loss with a few
variants and careful curation and filtering of
training data.

Skywork-Critic

Llama-3.1-8B-Instruct;
Llama-3.1-70B-Instruct

generative

Skywork-Reward-Preference-80K-v
041

instruction-tuning focusing on pairwise
preference evaluation and general chat tasks.

Nemotron-Reward

Llama-3.1-70B-Instruct;
Nemotron-4-340B

discriminative

HelpSteer2

Linear layer converts the final layer of the end
token into 5 scalar values, train with MSE loss

PROMETHEUS 2 Mistral 7B & 8x7B discriminative | PREFERENCE COLLECTION (1K SFT
score rubrics, 20K instructions & Joint point-wise and pair-wise training with
reference answers, 200K responses | weight merging to produce final model
pairs & feedback )

InstructScore Llama-2-7B generative 10k raw from 100 domains Multitask SFT over reference output and

diagnostic report



https://arxiv.org/abs/2407.10817
https://arxiv.org/abs/2407.10817
https://arxiv.org/abs/2407.10817
https://arxiv.org/pdf/2410.18451
https://huggingface.co/Skywork/Skywork-Critic-Llama-3.1-8B
https://huggingface.co/datasets/Skywork/Skywork-Reward-Preference-80K-v0.1
https://huggingface.co/datasets/Skywork/Skywork-Reward-Preference-80K-v0.1
https://arxiv.org/abs/2406.08673
https://huggingface.co/datasets/nvidia/HelpSteer2
https://arxiv.org/pdf/2405.01535
https://huggingface.co/datasets/prometheus-eval/Preference-Collection
https://arxiv.org/abs/2305.14282

AutoRater - Limitation and Mitigation

Biases
e Position bias (favor certain position)
e Verbosity/Length bias (favor longer responses)
e Self-enhancement/EGOCENTRIC bias (prefer self-generated answers)

Lack of consistency
e  Prompt sensitivity
e Randomness in autorater output

Mitigation
e Prompt engineering and orchestration
o  Swapping Positions: call the AutoRater LLM twice with the order of options reversed to reduce
position bias
o  Self-consistency: call the AutoRater LLM multiple times, analyze the multiple outputs generated and
determine a consensus result
o  Panel of Diverse Models: use a LLM jury panel composed of disjoint model families.
o In-context Learning: Providing a few demonstration examples of good judgments.
e Fine-tuning
o  Fine-tuning model via de-biasing dataset.

[Ref: MT-Bench (Zheng 2023), OffsetBias (Park 2024), CoBBLEr (Koo 2024), Juries (Verga 2024),
Length-Controlled AlpacaEval (Dubois 2024), Position Bias (Shi 2024)]
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https://arxiv.org/abs/2309.17012
https://arxiv.org/abs/2404.18796
https://arxiv.org/abs/2404.04475
https://arxiv.org/abs/2406.07791

Summary

Three Approaches to LLM Evaluation

e Computation
e Human
e AutoRater

Support Your Application and Task

e Choose
o trade off between cost and quality
o  Work complementary depending on use cases

e Customize
o  Prompt engineering
o  Fine-tuning

e Calibrate (Meta Evaluation)
o  Stay truthful to your business needs
o  Fit to your domain and criteria
o Avoid Bias
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Hands-on Experience



Colab link to be posted on the google dev website

Google
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Safety Evaluation



Colab link to be posted on the google dev website

Google
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QA



