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Introduction

• Inverse convolution estimation is required for the upsampling layers

• Generally, transposed convolution layers are used to approximate the results of
inverse convolution

• Replace the transposed convolution layers with ones that estimate the inverse
convolution while sharing weights of the trained convolution layers

Proposed Methodology

Figure 1. Architecture of the proposed CMS-LapSRN model

Figure 2. Weight-sharing method for model compression

Experimental Results

• Detects topological structures such as grids and orthogonal structures more
precisely

• Removes noise between objects more effectively and captures the structure of
letters more accurately

Table 1. Quantitative evaluation of LPF-based SR models
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