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GraphLLM
Ø The integration of GNNs and LLMs (GraphLLM) across a 

myriad of domains
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Timeline of GraphLLM
Ø Existing methods can be divided into three categories based 

on the role palyed by LLMs.
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Benchmarking GraphLLM

Ø Motivation
q 1. The use of different datasets, data processing approaches, and data 

splitting strategies in previous GraphLLM works.
q 2. The lack of benchmarks for zero-shot graph learning has led to limited 

exploration in this area.
q 3. Each method’s computation and memory costs often overlooked.
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Benchmarking GraphLLM | GLBench
Ø Comparison with existing benchmarks

Ø Datasets
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Benchmarking GraphLLM | GLBench

Ø Supervised 
Scenario

q Effectiveness
q LLM-as-

predictor
q LLM-as-

enhancer
q LLM-as-aligner
q Scaling law
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Benchmarking GraphLLM | GLBench
Ø Zero-shot Scenario

q LLMs 
q Semantics/Structures?
q Even a simple baseline can outperform existing GraphLLM methods.
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Benchmarking GraphLLM | GLBench
Ø Efficiency
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Efficiency
The End, Thanks!
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