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LLM Privacy Research Foundation

Memorization @ Inference

LLM

“in 258 New …”

“…my ssid is 247”

Training data

“…Mr Bud lives in 
258 New…”

“my ssid is”

“ Mr. Bud lives”

“224…”

Foundation: 

Unseen benign looking online posts / comments

Can adversaries use LLMs to 
infer personal data from unseen 

online texts?

Beyond Memorization [1]:

[1] Robin Staab, Mark Vero, Mislav Balunovic, and 
Martin Vechev. Beyond memorization: Violating privacy 
via inference with large language models. ICLR 2024



Recent Advances in LLM Privacy Research

Off-the-shelf LLM

Structured user 
profile

Straightforward 
prompt

1. Passive Scraping

2. Prompting 3. Inference

Adversary only 
acts on unseen 

data!

🚨Problem: this is 
a real person!

[1] Robin Staab, Mark Vero, Mislav Balunovic, and 
Martin Vechev. Beyond memorization: Violating privacy 
via inference with large language models. ICLR 2024



Creating a Synthetic Dataset for Personal Inference

… +
Age: 26    Sex: Male    Income: Low

+

…
Sex: Female    Place of Birth: NYC

Synthetic Profiles

1
Turn-Wise Interaction 
in Comment Threads

2
LLM-Aided Personal 
Attribute Labeling

3

Personal LLM 
Agents

Agents Add 
Comments



Creating a Diverse Synthetic Dataset



Creating a Diverse Synthetic Dataset



Creating an Authentic Synthetic Dataset

Silicon Valley's 'bro 
culture' isn't just hype, 
I’ve witnessed it myself.

●  Thread is about gender
     norms in careers
●  Bring counter argument 

     (critical)
●  Mention tech industry
●  Casual style with slangPass profile and context to agent

The agent generates a fitting comment

Profile and thread context

●  45 y/o male
●  CEO in tech
●  high income
●  critical online
●  casual+slang

To girls in tech...

SynthPAI

● 7800+ synthetic comments
● 300 synthetic profiles
● 100+ generated threads
● 4700+ private attribute 

labels

LLM+manual
labelling



Evaluation - Accuracy on SynthPAI

GPT-4 achieves ~78% accuracy 
comparing to human

↑model size=↑accuracy



Evaluation - Accuracy on PersonalReddit (human-written)

GPT-4 achieves ~78% accuracy 
comparing to human

↑model size=↑accuracy



Evaluation - Accuracy

Accuracy of GPT-4 on SynthPAI comparing to 
real PersonalReddit dataset



Evaluation - Accuracy (SynthPAI)

>60% accuracy across all 
attributes (GPT-4) >90% accuracy on gender

>80% accuracy on current 
and birth locations

Expected correlation with 
hardness levels



Evaluation - Accuracy (PersonalReddit)

>60% accuracy across all 
attributes (GPT-4) >90% accuracy on gender

>80% accuracy on current 
and birth locations

Expected correlation with 
hardness levels



Current Defenses

"***** has tons of tales too—ever 
hear of *****’s angry spirit? Back 
***** here blend retro games' pixel 
art & temple tranquility. even 
game dev has these probs… 
frustrating ***"

Azure Studio 
NER tagging 

regex 
anonymizer

"Tokyo has tons of tales too—ever 
hear of Taira no Masakado’s angry 
spirit? Back alleys here blend retro 
games' pixel art & temple 
tranquility. even game dev has 
these probs… frustrating tbh"

...mentions game dev scene that 
blends retro games' pixel art and 
temple tranquility with spirits - a 
city with a thriving tech scene 
and a mix of traditional and 
modern.

?

Game developer from 
Tokyo, Japan

Anonymized comments

LLM inference (shortened)

De-anonymized person

Synthetic comments



Current Defenses (SynthPAI)

The drop is not big!



Current Defenses (PersonalReddit)

The drop is still not big!



Outlook

Collection of authentic texts 
replicating online setting

Replaces real data for privacy 
preserving research

~50% accuracy on real vs synthetic 
text classification

Diverse set of discussions for 
various topics

Paper
& Code


