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Treatment Effect Estimation

There are 𝑛 observations, each with covariates 𝒙! ∈ ℝ" for 𝑖 ∈ [𝑛]. 
Observation 𝑖 receives the “treatment” with propensity 𝑝! ∈ (0,1) and the 
“control” otherwise.

We then receive either the treatment outcome 𝑦!
($) or the control outcome 𝑦!

(&), 
but not both.
Our goal is to estimate the average treatment effect:
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A Novel Treatment Effect Dataset

Reach Out and Read Colorado (RORCO) is an early childhood literacy nonprofit that 
gives free books to children at pediatric check-ups.



Challenging Confoundedness
RORCO prioritizes under-served children to maximize positive impact but this causes:

a) Confounding between outcome and propensity and 
b) Confounding between treatment effect and propensity.



Benchmarking Treatment Effect Estimators



Doubly Robust Estimators
We learn functions 𝑓($), 𝑓(&): ℝ" → ℝ to predict the treatment and control outcomes.

Doubly robust estimators are asymptotically correct if either:
a) The propensity scores are accurate (and the functions’ error is independent)
b) The functions are accurate (and the propensity scores’ error is independent).



Non-Asymptotic Setting
Why are doubly robust estimators so accurate in the finite setting?

We exactly analyze doubly robust estimators that learn functions 𝑓($), 𝑓(&): ℝ" → ℝ 
separately from the data they are applied to. For these estimators, the variance is
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What if we learn the functions to minimize this error?
⇒ The Double-Double Algorithm
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Double-Double Algorithm

Doubly robust estimators without the training split perform better but they effectively 
use twice as much data as doubly robust estimators with the training split



Natural Experiments Package
import naturalexperiments as ne

X, y, z = ne.dataloaders[‘RORCO’]()   # Load datasets

estimator = ne.methods[‘Double-Double’]       # Load estimator

p = ne.estimate_propensity(X, z)   # Estimate propensity

estimated_effect = estimator(X, y, z, p, ne.train)



Thank you!
Codebase: github.com/rtealwitter/naturalexperiments

arXiv: arxiv.org/abs/2409.04500
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