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Remarkable Zero Shot Open-Vocab Detection Performance

1. laptop
2. keyboard
3. newspaper
4. mug

…
N. bottle
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Off-the-shelf VLM predictions don’t match the ground-truth annotations!



Zero-Shot Foundational Models are all we need? Not Quite!
Running an Open-Vocabulary Detector (GLIP) on AV Data

Truck, 84%

Bicycle, 91%

Why does this concept gap exist?



NuImages Labelling Instructions …



… differs from Waymo’s Labelling Instructions



Labelling Instructions are key multi-modal cues



Human Annotators Need Multi-Modal Concept 
Alignment too!
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Human Annotators Need Multi-Modal Concept 
Alignment too!

Negatives

Negatives



Can we Align Foundation Models like Human 
Annotators?



Can we Align Foundation Models like Human 
Annotators?

Yes! By adapting to few multi-modal examples via fine-tuning, prompt tuning, in-context learning
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Isn’t this like Few-Shot Object Detection?
No Base vs. Novel Splits: VLMs like CLIP are trained 
on private datasets, so we can’t define novel

Concept Leakage: Foundation models have been 
trained on diverse data, so they have seen car, cat, 
and person (considered novel in COCO)

Role of Language: Existing setup ignores language 
cues 

Foundational VLMs violate current FSOD benchmarking protocols



Zero-Shot VLMs beat SOTA FSOD Methods
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Foundational FSOD Benchmark

We should embrace 
Ø web-scale pre-training
Ø concept-leakage by re-framing base vs. novel 
Ø language cues as additional signal
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Repurposing nuImages for Foundational FSOD

Ø 2D AV dataset (not typically used for FSOD) with challenging open-
world categories like pushable-pullable and debris

Ø Contains publicly available multi-modal annotator instructions



Evaluation Metric:  Mean Average Precision

Ø COCO-style evaluation for 18 classes

Ø Classes are grouped by frequency: Many, Medium and Few

Confidence Correct? Precision Recall

0.9 ✅ 1.0 0.33

0.7 ❌ 0.5 0.33

0.5 ✅ 0.67 0.67

0.3 ❌ 0.5 0.67

0.2 ❌ 0.4 0.67



10-shot Foundational FSOD



1st CVPR Foundational FSOD Challenge

Challenge Results presented at the Visual Perception via Learning in an Open World 
Workshop, CVPR 2024



Foundational FSOD Challenge: Setup

Ø10-shot nuImages split

Ø2-month timeline for submissions

ØConstraint: Can pre-train/fine-tune on anything except nuImages and 

nuScenes
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Foundational FSOD Challenge: Results

8 Teams 50+ Submissions

Leaderboard

Top submission outperforms our best baseline by over 2x!
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