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Answering questions based on user-provided contexis

¢ QUGSTIOH Clﬂswel’lﬂg he|pS Software issue. Reboot the interface
o o and update the network driver.
resolving issues faster and
enables self-service

« For more accurate outputs,
we typically ground on
user-provided information

/ Incident Logs

Network intferface Product Docs
mgt-0/0/21 is down
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Models must be able to access and use user-provided
context

« Text generation can be
cofounded by model
memory, obtained during
training

 An LLM may ignore the
context and answer based
solely on its existing
knowledge h e

Product Docs
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How can we test for the ability of
different language models to
search and effectively use context
information provided by the user?



Confounded assessments with existing QA datasets

» Popular benchmarks built using information openly available on the web

0 Models retrieving answer from their fraining memory can obtain good
results on these benchmarks...

« For my organization with its specific knowledge base, policies, logs, etc.,
which model should | use?

\ U4

_O_ We need new benchmarks to distinguish between memorization
=/ and the ability to use relevant user-provided contexi
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Infroducing RepLiQA

» A collection of reference documents, each with 5 question-answer pairs:
— All feature fictional scenarios created by human content writers

— Guarantees that models cannoft rely on training memory

e Scheduled releases of fresh splits for sustainable rigorous evaluation

06/2024 12/2024 02/2025 04/2025 06/2025
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Building RepLiQA

Step 1: Document, question, answer triplets are created by a team of annotators.
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Building RepLiQA

Step 2: Quality controls are carried out to filter out some of the annotations.
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Building RepLiQA

Step 3: We perform additional quality controls and filter out some more data. We also split the
data for sequential releases.
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ReplLiQA’ fictitious scenarios

Topic: Cybersecurity News

Cybersecurity in Education: The Critical Need for Educator and Staff Vigilance

In an age where technological integration into every facet of life is
commonplace, the education sector finds itself grappling with a relatively new
but rapidly growing challenge: cyber threats. [...]

The Growing Threat Landscape
[...] On October 15, 2023, the cybersecurity community was abuzz when the

renowned Greenfield University fell victim to a coordinated ransomware attack
that compromised sensitive student data. [...]

/

Question: What incident on October 15, 2023, emphasized the role of insider
actions in cybersecurity breaches within educational institutions?
Answer: The ransomware attack on Greenfield University.

servicenow.

A realistic incident that
never happened.

Real entities may be
mentioned, but scenarios do
not contradict openly
available information.

Greenfield University

Article Talk

From Wikipedia, the free encyclopedia

Greenfield University is a private university in Kaduna,
Kaduna State, Nigeria. It was established in January
2019, and commenced the 2018/19 session in May 2019.

The reference document
offers enough information to
answer questions.
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An overview of ReplLiQA

Company Policies (688)
Cybersecurity News (960)
e 17 diverse fOpiCS (Somewho’r) Local Technology and Innovation (1008)
UﬂifOrmly Covered Local Environmental Issues (1017)
Regional Folklore and Myths (1022)
o F q Ch dO cumenT hCI S 5 Local Politics and Governance (1028)
. . News Stories (1036)
CIUGSTIOH-CIHSWGF PAIrs Local Economy and Market (1067)
_ Local Education Systems (1070)
« Some of the questions cannot be Local Arts and Culture (1073)
answered based on the Local News (1106)
Incident Report (1141)
reference Small and Medium Enterprises (1141)
— We can evaluate if models correctly EZ‘?;;E?I; tlslgioii l(zlelcgs -
refuses to replY- Local Sports and Activities (1145)
Local Health and Wellness (1167)
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Benchmarking LLMs using RepLiQA

* All models show a huge degradation in perfformance when they cannot
rely on memory

TriviaQA covers well-known facts

RepLiQAq TriviaQA

Arctic
Claude 3
Command R
Gemini

GPT
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Mistral
WizardLM 2
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Benchmarking LLMs using RepLiQA

* All models show a huge degradation in performance when they cannot
rely on memory

TriviaQA covers well-known facts

* Models can answer TrivicQA's questions even with reference documents
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However, scale alone won't help

« Generally, increasing model size improves performance on datasets such as
TrivicQA

« However, performance can drop as model grows with RepLiQA!
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SOTA LLMs seem to be rather limited in their ability to seek and use
information in user-provided content.
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Closing remarks

« SOTA LLMs have a rather limited ability to seek and
use information in user-provided content.

0 This is not captured by common benchmarks.

e We need more benchmarks like RepLiQA.
 What if user-provided content contradicts model memory?
« Should a model trust its memory or the usere

« What if the user is an adversary?




