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Multi-Relational Temporal Graphs

Temporal Knowledge Graph (TKG)

is a set of quadruples (s, r, o, t) 

- subject s and object o ∈ V
- relation r ∈ R and timestamp t.

❏ Knowledge bases

❏ Political event networks
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Temporal Heterogeneous Graph (THG)

is a set of quadruples (s, r, o, t) 

- With node type function  ϕ: V → A.

❏ Software networks

❏ Social networks

❏ Interaction networks

➢ Task: Temporal Graph Extrapolation (Link Prediction) 

○ Predict links between nodes in future time steps

○ For a given query, e.g. (s, r, ?, t+), rank all nodes using a scoring function



Limitations in Existing Literature 

➢ Inconsistent Evaluation 

○ TKG evaluation has inconsistent metrics, settings and dataset versions

○ THG evaluation often only has a single random negative per positive edge 

➢ Limited Dataset Size

○ Common TKG and THG datasets have < 2 million edges , <1 million nodes
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TGB 2.0 
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➢ Large and Diverse Datasets
○ Four TKG and four THG datasets from five domains

➢ Automatic Data processing and Loading
○ Processed into numpy, PyTorch and PyG formats

➢ Reproducible Evaluation
○ Data loaders, evaluators provided

➢ Public and Online Leaderboard 
○ Open for community submissions

https://tgb.complexdatalab.com/



TGB 2.0 Datasets
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➢ Orders of magnitude larger in # edges, # nodes, # timestamps.



Evaluation Protocol
➢ Task: temporal graph extrapolation (link prediction) 

➢ Metric: time-aware filtered MRR, rank true target out of many negatives

○ Select # of negative edges based on tradeoff between evaluation completeness & efficiency
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TKG Evaluation

Predict (s, r, ?, t+) & (?, r, o, t+)

- 1-vs-all: for smaller datasets, 
sample all ns samples. 

- 1-vs-q: sample q negatives with 
same edge type as true edge. 

THG Evaluation

Predict (s, r, ?, t+) 

- 1-vs-q: for all THG datasets, sample 
q negatives with same node type as 
the true destination. 



TKG Experiments
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- The heuristic recurrency baseline performs competitively 
- Scalability of existing methods are limited
- Out of Memory (OOM) / Out of Time (OOT)



Recurring Relations are Easier to Predict

➢ Warmer -> more recurring 

➢ More recurring relations have higher 
MRR across methods 
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THG Experiments
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- Models that use edge type / node type information perform well
- STHN is SOTA on software but least scalable
- Out of Memory (OOM) / Out of Time (OOT)
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❏ Website: https://tgb.complexdatalab.com/

❏ Documentation: https://docs.tgb.complexdatalab.com/

❏ Github: https://github.com/shenyangHuang/TGB

❏ pip install py-tgb

❏ Welcome to submit to our leaderboard.

❏ Contact: shenyang.huang@mail.mcgill.ca

https://tgb.complexdatalab.com/
https://docs.tgb.complexdatalab.com/
https://github.com/shenyangHuang/TGB
https://pypi.org/project/py-tgb/

