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• Three distinct news article 
reading habits of users
o Attentive reading: users read the full 

article attentively, focusing on 
details

o Selective reading: users focus only 
on interesting fragments

o Scanning: users absorb only the 
important ideas

Background and Motivation

Kukoleva Olesya, Anna Preobrazhenskaya, and Olga Sidorova. 2017. Media use habits: what, why, when, and how people read online. UXMatters.



Background and Motivation
• LLMs demonstrate remarkable proficiency in generating high-quality generic summaries, even 

surpassing those produced by experts, according to human evaluations.

• Challenge: Are users interested in the information presented in a generic summary?

Figure: News reading depth on the desktop. 
Image credit to Kukoleva et al. 2017
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Background and Motivation
• Existing work on personalized summarization often relies on pseudo datasets created from generic 

summarization datasets or controllable datasets that focus on specific named entities or other 
aspects, such as the length and specificity of generated summaries, collected from hypothetical tasks 
without the annotators’ initiative.

PersonalSum: A User-
Subjective Guided Personalized 

Summarization Dataset



Data Collection

Step 1: 
Generic Machine-

gernerated 
Summaries Collection

Step 2: 
Personalized 

Summaries Collection

Step 3: 
Post Quality Control



Data Collection
• Step 1: Collection of Machine-generated Generic Summaries

• Some statistics: 465 news articles, 10 categories

• Generated summaries: GPT-4

• 3 Norwegian students for quality control: 100% inter-agreement

• Annotated attributes: summaries, document-grounded question answers, sources



Data Collection
• Step 2: Collection of Personalized Summaries

• Crowdsourcing platform: Amazon Mechanical Turk

• Questionnaire of Qualification Test before assignment: fluency in Norwegian, 
demographic information, news consumption habits, areas of interest, and gender

• 3 articles per HIT; One HIT is assigned to 3 annotators;

• Qualification Test for annotation: 3 single-choice questions about the articles / HIT

• Accuracy rate: >2/3



Data Collection
• Step 2: Collection of Personalized Summaries

• Automatic filtering rules:

• Summary length: >50 words

• Task duration: >5 minutes



Data Collection
• Step 3: Post Quality Control

• LLM evaluation:

• Evaluate the annotated summary to a given article as well as its sources

• Metrics: Coherence, Consistency, and Relevance

• Human evaluation:

• 10% of random sampled data for relevance score > 0.8

• All annotations for relevance score <= 0.8



Data Statistics

• Machine-generated summaries are 
relatively longer than human-
annotated ones;

• Most machine-generated summaries 
originate from the first part of the 
article;

• Human annotated summaries are 
relatively evenly distributed across 
various parts of the article;

• 91% of annotations for the same 
article are from different parts of the 
article.



Experiments
• Experimental settings:

• Base models: OpenAI GPT-3.5 Turbo, Llama3-instruct, Google Gemini-1.0-pro, NorwAI-
Mixtral-8x7B instruct;

• Methods: zero-shot prompting,  1/5/10-shot prompting;

• Impact factors: Named Entities (NE),  article plot, news structure

• Objectives: If pretrained models can capture personalized signals



Experimental Results

• Columns:

• Generic: no user’s historical data

• Direct: keep user’s historical data for few-shot 
prompt, but no explicit factor

• Other columns represent the model prompt is 
tailored to focus on particular factor(s) from the 
user’s historical data

• As the number of user’s historical 
annotations in the prompt increases, 
performance decreases. Possibly due to the 
scattered features of interest in users’ 
history
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• Generic: no user’s historical data

• Direct: keep user’s historical data for few-shot 
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Few overlapped NEs in one HIT!



Topic-Centric PersonalSum

• Data collection:

• Grouped articles by identical NEs

• Follow the same collection process as previous dataset

• 72 articles, 276 personalized summaries



Experimental Results– Topic-Centric 
PersonalSum

• all personalized results outperform the generic 
summaries;

• Explicitly incorporating diverse personalized 
signals into the prompt affects the model’s 
output to varying extents;

• Performance of 10-shot prompting worse than 
5-shot and 2-shot prompting



Human Evaluation
• 50 samples on each factors from 5-shot results of PersonalSum:

• Investigation factors: generic, direct and all factors

• Models: GPT3.5-turbo, Gemini, and NorwAI-Mixtral-8x7B-instruct

• Evaluation metrics: Consistency and Coherence

• Internal agreement: Fleiss’ kappa (κ)



Human Evaluation
• Results:

• Explicitly incorporate personalized factors performs better than Generic and 
Direct

• Problem with GPT3.5-Turbo and Gemini 1.0-pro: Excessive Details, Focus on 
Different Topics, Divergent Plot Emphasis

• Problem with NorwAI-Mixtral-8x7B-instruct: Focus on Different Topics, Divergent 
Plot Emphasis, Incomplete Output



Case Study

• Two instances for further analysis 
w.r.t. ROUGE1 score on 5-shot 
prompting:

• Worker 1: higher improvements

• Worker 3: reduced 
improvements



Case Study
• Plot plays a crucial role in 

personalized summarization, 
but it may introduce noise 
into pre-trained models, 
potentially diminishing the 
quality of generated 
summaries.

• User interested entities can 
be effectively captured by 
pre-trained models when 
generating personalized 
summaries in the topic-
centric PersonalSum.



Conclusion
• We propose a novel user-subjective guided personalized summarization dataset, 

PersonalSum, with rich attributes. 

o This dataset features high-quality personalized summaries alongside their sources, user profiles, document-
grounded question-answer pairs with answers’ sources, and manually corrected machine-generated 
summaries with their corresponding sources.

• We highlight the differences between LLM-generated summaries and human-annotated 
personalized summaries.

• We investigate and validate the impact of different personalized signals that may affect the 
performance of pretrained LLMs on personalized summarization task.



Some Findings
• As the number of user’s historical annotations in the prompt increases, performance 

decreases. Possibly due to the scattered features of interest in users’ history.

• Explicitly incorporating diverse personalized signals into the prompt affects the model’s 
output to varying extents.

• Personalized signals play a crucial role in personalized summarization, but they may 
introduce noise into pre-trained models, potentially diminishing the quality of generated 
summaries.



Thank you!

Our paper: https://arxiv.org/abs/2410.03905

Github: https://github.com/SmartmediaAI/PersonalSum/

https://arxiv.org/abs/2410.03905
https://github.com/Smartmedia-AI/NorGLM/

