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- Data Leakage：

1. “Skywork: A More Open Bilingual Foundation Model”

2. “An Open Source Data Contamination Report for Llama Series Models”

3. “Don’t Make Your LLM an Evaluation Benchmark Cheater”

Motivation:

Generate new clean test samples and
update the exiting datasets

Ensuring the Reliability of evaluation poses a significant challenge.



- Effectively distinguish:

Motivation：

Demanding experts to curate more 

difficult datasets

Clearly, such a way of manually constructing

constantly updating dataset is costly

LLMs are gradually mastering more challenging datasets



Motivation

In this work, we aim to Automate updating benchmarks for LLMs evaluation, minimizing

human efforts, achieving timely and reliably evaluation.
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Auto-updating Framework



Motivation

In this work, we aim to Automate updating benchmarks for LLMs evaluation, minimizing

human efforts, achieving timely and reliably evaluation.

However, this is non-trivial due to the following research questions:

- Stability: Will updated benchmarks produce stable results?

- Reliability：How can the update strategy mitigate benchmark leakage issue?

- Fairness: Is it possible to automate benchmark updating for better discerning model 

capabilities?



Will updated benchmarks produce stable results?
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How updated data faced with data leakage on the original data

- Extending Strategy



How the updated data better distinguish model.
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How the updated data better distinguish model.

Extended Sport Understanding Extended Physical Intuition



How the updated data better distinguish model.


