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 Textual-Edge Graphs (TEGs): Rich textual descriptions on nodes and edges.

 Graphs in the world are ubiquitous, diverse and entangled.
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 Diverse
Image credit : Télécom Paris

 Entangled Ubiquitous
Image credit : MediumImage credit : Medium

Textual-edge Graph Example

Scientific articles in quantum theory 

linked by citations.

https://www.google.com.hk/url?sa=i&url=https%3A%2F%2Fwww.telecom-paris.fr%2Fscikit-network-graph-analysis-python&psig=AOvVaw1-dhGBDNv8nsNUFqFcgu04&ust=1730262239822000&source=images&cd=vfe&opi=89978449&ved=0CBQQjRxqFwoTCNiCqaPfsokDFQAAAAAdAAAAABA1
https://itnext.io/graph-theory-and-its-applications-what-can-graphs-do-for-your-software-9a746db6658c
https://miro.medium.com/v2/resize:fit:1029/1*txzoFgR0XvAy4PpIgbUyvQ.png


Representation Learning on TEGs
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 Pre-trained Language Model (PLM) based methods

 Graph Neural Network (GNN) based methods

• LLMs: Llama, PaLM, GPT

• GNNs: GCN, GAT, GraphSAGE, GIN, RevGAT 

• Problem: Ignore the topology among graphs

• Problem: Fall short of fully capture semantic information



Representation Learning on TEGs
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 Benchmarks for existing text-attributed graphs

• First stage datasets: mag, ogbn-arxiv 
• Second stage: CS-TAG 

• Problems:

1. Include texts only on nodes

2. Lack coverage across diverse domains and tasks

3. Lack of uniformity in representation formats

 LLM as predictor
• Problems: Information loss and limitations in efficiency



 Previous Datasets

 Overlook the text information from the edge

 Lack a standardized data format

 TEG datasets are inadequate

 Improved Datasets —— TEG

 Rich textual descriptions on both nodes and edges
 Cover a wide range of domains and sizes.

 Unified format
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Entangled GNN-based Paradigm
• Entangled edge-text encoding with node-aware tokens
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• Message Update

• Initialize node representation using PLM
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 Link prediction among GNN-based methods



 Node Classification among GNN-based methods



 Link Prediction among PLM-based methods

 Node Classification among PLM-based methods



 Introduction of TEG-DB: The first TEG benchmark, designed to advance graph 
representation learning on TEGs by incorporating textual content on both nodes and edges, 
unlike traditional TAGs.

 Comprehensive Dataset Collection: Provides nine extensive textual-edge datasets to 
encourage collaboration between NLP and GNN communities.

 Benchmark for Learning Approaches: Offers an in-depth evaluation of various methods, 
highlighting their strengths and limitations.

 Future Commitment: Expand and develop research-oriented TEGs to support the field’s 
ongoing growth and innovation.




