
GC-Bench: An Open and Unified Benchmark 
for Graph Condensation 

• Comprehensive benchmark and Key findings. GC-Bench 
systematically integrated 12 representative and competitive GC methods 
on both node-level and graph-level by unified condensation and 
evaluation, giving multi-dimensional analysis in terms of effectiveness, 
transferability, and efficiency

• Open-sourced benchmark library and future directions. GC-Bench is 
open-sourced and easy to extend to new methods and datasets, which 
can help identify directions for further exploration and facilitate future 
endeavors.

Research Questions and Experimental Results

p Key Takeaways 1: Current node-level GC methods can achieve nearly lossless 
condensation performance. There is still a significant gap between graph-level 
GC and whole dataset training.

p Key Takeaways 2: A large condensation ratio does not necessarily lead to better 
performance with current methods.

RQ1: How much progress has been made by existing GC methods?
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Graph condensation (GC) works  are in a promising direction and show 
tremendous performance by condensing the large-scale dataset into a 
generated smaller one preserving the original datasets’ valuable
information. We introduce GC-Bench, an open and unified benchmark to 
systematically evaluate existing graph condensation methods focusing on 
the following aspects. Effectiveness: the progress in GC, and the impact of 
structure and initialization on GC; Transferability: the transferability of
GC methods across backbone architectures and downstream tasks; 
Efficiency: the time and space efficiency of GC methods. The contributions 
of GC-Bench are as follows:

Overview of GC-Bench

p Key Takeaways 3: Existing GC methods primarily address simple graph data. There 
is significant room for improvement in preserving complex structural properties.

RQ2: How do the potential flaws of the structure affect the GC performance?

p Key Takeaways 4: All condensed datasets struggle to perform well outside 
the context of the specific tasks for which they were condensed.

RQ3: Can the condensed graphs be transferred to different types of tasks?

p Key Takeaways 5: Current GC methods exhibit significant performance 
variability when transferred to different backbone architectures. Involving the 
entire training process potentially may lead to encoding backbone-specific 
details in the condensed datasets..

p Key Takeaways 6: Despite their strong performance in general graph learning 
tasks, transformers surprisingly yield suboptimal results in graph condensation.

RQ4: How does the backbone used for condensation affect the performance?

p Key Takeaways 7: Different datasets have their preferred initialization methods 
for optimal performance even for the same GC method.

p Key Takeaways 8: The initialization mechanism primarily affects the 
convergence speed with little impact on the final performance. The smaller the 
condensed graph, the greater the influence of different initialization strategies on 
the convergence speed.

RQ5: How does the initialization mechanism affect the performance of GC?

p Key Takeaways 9: GC methods that rely on backbones and full-scale data 
training have large time and space consumption.

RQ6: How efficient are these GC methods in terms of time and space?

Paper：https://arxiv.org/abs/2407.00615
Code：https://github.com/RingBDStack/GC-Bench


