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Discovering Biological Traits from Images

• Large repositories of organism images are available.
• Museum and university library collection. 
• Citizen science data.

• Biologists are interested in discovering biological traits directly 
from the organism's images.

Kaufman Field Guide to Birds of North America (Houghton Mifflin Harcourt, Boston, 2000)

Traits are the externally visible characteristics of an 
organism that define the species. Traits can be certain 

regions, colors, patterns, or landmark points of the 
organism.

• Can we use Large Vision-Language Models (VLMs) for trait discovery?

Do pre-trained VLMs contain the necessary scientific knowledge to aid biologists in answering a 
variety of questions pertinent to the discovery of biological traits from images?

• Large Vision-Language Models (VLMs) can solve a diverse range of 
tasks involving text and images. 



Benchmark datasets for VLMs

• Most of the existing benchmark datasets focus on commonsense knowledge rather than expert knowledge.

Math, Physics, Chemistry, Engineering Art, History, Business, Architecture Health, Medicine

• VQA, OK-VQA, MSCOCO, and GQA are generic benchmarks for visual tasks.
• MMBench, SEED, and LAMM evaluate multimodal perception and reasoning abilities.
• HaELM evaluates hallucination.

• Domain-specific benchmark datasets:
• MedQA is a collection of VQA problems from medical exams.
• MathVista mathematical reasoning questions in visual contexts.
• MMMU covers problems from diverse domains such as business, arts, health, medicine, and engineering.

No benchmark dataset exists in the organismal biology domain to evaluate the 
performance of VLMs in biological tasks.

• Most of the existing benchmark datasets focus on commonsense knowledge rather than expert knowledge.

• Domain-specific benchmark datasets:
• MedQA is a collection of VQA problems from medical exams.
• MathVista mathematical reasoning questions in visual contexts.
• MMMU covers college-level problems from diverse business, arts, health, medicine, and engineering domains.



VLM4Bio Dataset

• A benchmark dataset of 469K question-answer pairs involving 30K images from three groups of organisms: fishes, birds, and 
butterflies, covering five biologically relevant tasks.



Designing Benchmark: Biologically Relevant Tasks



Zero-shot Evaluation



Zero-shot Evaluation

1. All VLMs show poor accuracy on open questions than MC Questions.
2. Bird dataset shows better accuracy than Fish or Butterfly datasets.



Zero-shot Evaluation

1. Most VLMs perform well on the task of Trait Identification task.
2. There is a significant drop in the accuracy of trait grounding and referring tasks 

compared to the trait identification task.



Trait Identification vs. Trait Detection 



Effects of Prompting on VLM Performance

Three prompting techniques:

1. Contextual Prompting:
• We provided a single-line description of the tasks with the question.
• For example, for species classification task:

• Each biological species has a unique scientific name composed of two parts: the first for the 
genus and the second for the species within that genus.

2.   Dense Caption Prompting:
• We prompt the VLM to generate a dense caption for the specimen image.
• We add the dense caption before the question and prompt, “Use the above dense 

caption and the image to answer the following question.” to generate responses.

3.   Chain-of-Thought (CoT) Prompting:
• We prompt “Let’s think step by step” to the VLM to generate the reasoning for a given 

VQA and multiple choices.
• We then add the reasoning after the VQA and prompt, “Please consider the following 

reasoning to formulate your answer.” to generate the VLM response.



Effects of Prompting on VLM Performance



Tests for Reasoning Hallucination

1. False Confidence Test (FCT) 2.   None of the Above (NOTA) Test



Tests for Reasoning Hallucination



Thank you for listening.

Please visit us during the poster session.

Hugging Face DatasetPaper Code


