
OlympicArena: Benchmarking Multi-discipline 
Cognitive Reasoning for Superintelligent AI 



How to benchmark AI Intelligence?

Stage1: Focus on specialized domains (CV: MNIST, ImageNet, NLP: GLUE, XTREME). 

Stage2: Emphasize the evaluation of foundational knowledge and innate abilities (MMLU, C-Eval).

The success of LLMs. Pre-train, Prompt, and Predict

LLMs are quite good at these knowledge-intensive tasks.

Stage3: ? AGI (Artificial General Intelligence) Superintelligence

Background



Related Works

Direction 1: From knowledge-intensive tasks to reasoning-intensive tasks.

Direction 2: From single discipline (i.e. Math) to multi-discipline.

GPQA: Graduate-level multiple-choice questions

GSM-8K, MATH



Related Works

Direction 3: From text-only to multi-modal.  

Human cognition integrates multiple sensory inputs such as visual information.



Limitations

Dataset Type Accuracy of GPT-4o

GSM8K Grade School 92.0

MATH High School 76.6

Limitations of exsiting scientific problem-solving benchmarks and how we solve:

p The challenge is not sufficient, it no longer poses a difficulty for current LLMs.

Olympic-level problems are suitable !

OpenAI O1 achieves 94.8% acc on MATH.



Limitations

p Lack a comprehensive benchmark that is reasoning-intensive, multi-discipline, and multi-modal.

7 disciplines: Math, Physics, Chemistry, 
Biology, Geography, Astronomy, CS
62 different competitions, 34 branches

Single image -> Interleaved image-text inputs

Dataset Type Accuracy of GPT-4o

GSM8K Grade School 92.0

MATH High School 76.6

Limitations of exsiting scientific problem-solving benchmarks and how we solve:

p The challenge is not sufficient, it no longer poses a difficulty for current LLMs.

Olympic-level problems are suitable !

OpenAI O1 achieves 94.8% acc on MATH.



Limitations

Limitations of exsiting scientific problem-solving benchmarks and how we solve:

p Limited to only a few objective question types (such as multiple-choice, true/false, and fill-in-the-blank).

13 different answer types

Rule-based Evaluation

Model-based Evaluation (with meta-evaluation)



Limitations

Limitations of exsiting scientific problem-solving benchmarks and how we solve:

p Existing benchmarks often focus solely on answer-level evaluation, lacking process-level evaluation.
p Existing evaluations lack assessments of different fine-grained reasoning abilities.



OlympicArena



OlympicArena

Data Collection
ü Collect URLs of various competitions and download PDFs.
ü Utilize the Mathpix tool to convert PDFs to markdowns.
ü Crawl test cases for CS programming problems.

Data Annotation
ü Develop a user interface and recruit 30 students with STEM background to extract & annotate meta-data.
ü Conduct a multi-step validation process to ensure quality (rule-based & human-based check).
ü Do deduplication within each competition based on model embeddings.
ü Use GPT-4V to annotate difficulty & cognitive reasoning abilities and conduct human verification.

Subjects:
Eval:
Difficulty:



OlympicArena

Annotation Page



Experiments

Experimental Setup
p Three settings: LLMs, Image caption + LLMs, LMMs

• LLMs: w/o any image information
• Image caption + LLMs: image -> text description
• LMMs: Interleaved image-text input

Analyze the gains of multimodal information.

p Zero-shot CoT prompt (tailored to each answer type)



Experiments

Main Results



Experiments

Fine-grained Analysis
• Analysis of process-level evaluation results

p There is generally a high consistency between process-level evaluation and answer-level evaluation.
p The accuracy at the process-level is often higher than at the answer-level.
p A higher proportion of errors occur in the later stages.



Discussion

Ø Is using Olympiads to benchmark AI sufficient?
From problem-solving to tackling real-world tasks (AI4Science, AI4SE, etc.)

SWE-Bench

MLAgentBench



Thanks.


