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Medical Large Vision-Language Models (Med-LVLMs)

LLaVA-Med 
[Li et al. 2023]

Med-Flamingo 
[Moor et al. 2023]



Trustworthiness

LLMs

DecodingTrust

[Zhang et al. 2023]



Trustworthiness

VLMs

MultiTrust

[Zhang et al. 2023]



Evaluation of Trustworthiness in Med-LVLMs

We assess trustworthiness across five critical dimensions: trustfulness, fairness, safety, privacy, and robustness.



CARES Datasets

Based on medical vision-language and image classification datasets, CARES includes roughly 18K 
images paired with 41K QA items, covering 16 medical imaging modalities and 27 anatomical 
regions across various question types.



Trustfulness

Key findings: (1) These models often face 'factuality hallucination,' with over 50% accuracy errors on 
our VQA benchmark—particularly with open-ended questions and less common modalities/regions. (2) 
Their performance in estimating uncertainty is also lacking, showing overconfidence and a poor grasp 
of medical knowledge limits.



Fairness 
We've uncovered significant performance disparities across demographic groups, categorized by age, 
gender, and race. 

1) Age-wise, the best performance is seen in the 40-60 group, with a drop in accuracy for the elderly 

due to uneven data. 

2) Gender disparities are subtler, yet notable in specific datasets like CT and dermatology.

3) Racial analysis shows better outcomes for Hispanic or Caucasian populations, though some models 

do show balanced results across races.



Safety 
(1) Under "jailbreaking" attacks, accuracy drops for all models. 

(2) All models slightly increase in toxicity under toxic prompts, but LLaVA-Med uniquely shows strong 
resistance. 

(3) However, its overly conservative tuning leads LLaVA-Med to be too cautious, often refusing even 
routine medical questions.



Privacy 

(1) Unlike general LVLMs, Med-LVLMs often lack defenses against queries seeking private info, failing to 
refuse such content. 


(2) Though Med-LVLMs may generate responses resembling private info, these are typically fabricated 
and not real disclosures. 


(3) There's a concerning tendency for these models to leak private details included in the input prompts.



Robustness 

(1) Med-LVLMs struggle with accuracy when significant noise affects input images, rarely refusing to 
respond. 


(2) Even when faced with unfamiliar modalities, these models continue to respond, despite clear gaps in 
necessary medical knowledge.



Takeaways & Next

• The current Med-LVLMs are weak when facing trustworthy issues. The average 
performance is below 50%.


• What is next? [1] 

• We can improve the model performance through fine-tuning and RAG [1,2]. 

Paper: https://arxiv.org/pdf/2406.06007

Code: https://github.com/richard-peng-xia/CARES
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