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Can MLLMs Understand the Deep Implication Behind Images?



Motivation Image Implication Capabilties

• Numerous challenging and comprehensive benchmarks have been 
proposed to more accurately assess the capabilities of MLLMs.

• There is a dearth of exploration of the higher-order perceptual 
capabilities of MLLMs.

• We propose the Image Implication understanding Benchmark, II-Bench, 
which aims to evaluate the model’s higher-order perception of images.

• We believe that II-Bench will inspire the community to develop the next 
generation of MLLMs, advancing the journey towards expert artificial 
general intelligence (AGI).



How to construct II-Bench?



II-Bench Data Curation Process

• Data Collection: We collect 20,150 raw images from various renowned illustration 
websites, ensuring a sufficiently extensive raw dataset.

• Data Filtration:  image deduplication -> text-to-image ratio control -> visual inspection

• Data Annotation: The annotators mark the images with their difficulty, image type, 
domain, and corresponding rhetoric first. An explanation of contained visual implications 
is then drafted for each image, Finally, the annotators devise 1-3 fine-grained questions 
per image, each with only one correct answer and five distractor options related to the 
implication nuances.

• Data Quality Assurance: Each question and option undergoes multiple rounds of 
meticulous manual annotation to ensure the distractors are sufficiently challenging and 
not easily distinguishable from the correct option and ensure consistency across different 
annotators.



II-Bench Statistics

• 1222 images

• 1434 questions

• 6 domains

• 6 categories

• 3 sentiments

• 3 difficulties

• 9 rhetorics



Experiments Settings

• Zero(Few)-Shot Prompting: 0, 1, 2, 3 shot(s)
• Chain of Thought Prompting
• Domain: give the image’s domain (e.g. life, environment) in the prompt
• Emotion: give the image’s emotion(e.g. positive, negative) in the prompt
• Rhetoric: give the rhetorical devices (e.g. metaphor, personification)



Experiments Main Results

There is still a huge gap between humans and MLLMs. 



Experiments Main Results

Small Disparity between Open-source and Closed-source Models



Experiments Main Results

Model Performance across Different Domains and Emotions



Analysis Error Analysis

Metaphorical Misunderstanding is a most common error that GPT-4V 
makes when generating responses based on image comprehension.
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AGI

MLLM
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