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What is Medical Vision-Language Pre-Training (MedVLP)?

• MedVLP learns generalizable visual representations from both medical 

images and reports

Why MedVLP?

• Rich and cross-modal knowledge captured from medical images and text 

• Strong transferability for a wide range of medical tasks

• Core of multimodal medical foundation models

Question: Which MedVLP?

Background
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Compared MedVLP Methods

Challenges in Benchmarking MedVLP Methods

• Inconsistent Pre-Training Setup: Datasets, Train-Test Splits, …
• Incompatible Fine-Tuning Protocol: Pre-processing, Training Strategies, Head, …
• Incomprehensive Comparison: Limited Baselines and Tasks

Challenges
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We proposed BenchX, a unified MedVLP benchmark framework on CXRs 

• Standardized Pre-Training Setup

• Unified Fine-Tuning Protocol 

• Comprehensive Test Datasets and Tasks

We retrained and established baselines for 9 MedVLP methods across 4 tasks

Goal: Address Discrepancies in Datasets, Pre-Training, and Fine-Tuning
Enable Head-to-Head Comparison and Systematic Analysis

Main Contributions
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Pre-Training Data

• MIMIC-CXR: ~ 220,000 frontal images with reports in the official training set

• Transform: Resize 256x256 → random crop 224x224 

Fine-Tuning Data

• 4 Tasks: Classification, Segmentation, Report Generation, Image-Text Retrieval

• 9 Datasets from Diverse Resources

• Consistent Preprocessing: All scripts are provided 

BenchX Design: Training and Test Data
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Flexible Architectures

• ResNet, ViT, Swin, and more

Compatible Task-Specific Heads

• Classification: Linear Classifier

• Segmentation: UperNet

• Report Generation: R2Gen

BenchX Design: Fine-Tuning Pipeline

✓ Training or testing in one line

# Training 
python bin/train.py train.yml

# Testing 
python bin/test.py test.yml
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Table 1. Overall performance (%) across different tasks (Best, Second Best)

Summary of Experimental Results and Key Findings

Key Findings
➢ Performance Leadership: MRM and MGCA-ViT consistently outperform others

➢ Progress Assessment: Some recent methods show less improvement than initially reported

➢ Unexpected Strength of ConVIRT: Properly trained earlier MedVLP methods could perform comparably 

or better than more recent approaches



8

BenchX Framework

• Broad Coverage

➢ Nine Datasets & Four Medical Tasks

• Fair and Transparent Comparison

➢ Standardized Benchmark Suites

➢ Unified Finetuning Protocols

• Good Extensibility

➢ Supports Diverse Model Architectures

➢ Easily Adaptable to New Models

➢ Facilitates New Dataset Integration

It is time to reassess prior advancements in MedVLP

Conclusion
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Thank You

Code and Models are Available
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