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Motivation

• How can we evaluate LLMs’ performance in more complex and specialized statistical testing tasks?

• How capable are current LLMs in this field, and how can we improve their performance?

• How do humans perform compared to LLMs, and what are the differences in their performance?

Statistical Analysis

Do LLMs truly understand such “statistical literacy”?
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StatQA

Statistics of StatQA
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StatQA

• Collect suitable dataset D
• Formulate question Q
• Manually annotate answer A

Conventional Benchmark Construction
High-quality
Time-consuming
Limited extensibility

StatQA Construction: Reversed Pipeline
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Experimental Protocols

LLM Experimental Settings
Models: 

• Open-source LLMs: LLaMA-2-7b/13b-chat-hf, LLaMA-3-8b, LLaMA-3-8b-Instruct
• Proprietary LLMs: ChatGPT, GPT-4, GPT-4o

Strategies: 
• Few-shot, CoT, domain-knowledge prompting, fine-tuning (for open-source LLMs)

Human Experimental Settings
Grouping: 

• Non-Stat: 3 STEM PG-students without a statistical background
• Stat: 3 PG-students in statistics major

Mode:
• Closed-book, Open-book
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Experimental Results

Radar Charts for Best Results of Each Model in Sub-tasks
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Experimental Results

Distribution of Error Categories Across Experiments.

Error Analysis
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Contributions

• StatQA:
• Benchmark for statistical analysis tasks, particularly focusing on the applicability assessment
• Introduce an automated pipeline to construct StatQA

• Systematic Evaluation:
• Extensive evaluations on widely used LLMs
• Several strategies, including in-context learning, domain-specific prompts and fine-tuning

• Comparative Study:
• Group-based human experiments and comparatively analyze differences between humans and LLMs
• Comparative error analysis, highlighting distinct strengths, revealing potential for collaboration

• New Empirical Findings and Research Opportunities:
• We summarize six key findings and discuss research opportunities in this field



Thank you!
For more details and findings, welcome to refer to 
our project homepage: 

https://statqa.github.io/
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