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Introduction
1. Background

2. Existing Method

3. Contributions



Background

• The advanced LLMs exhibit remarkable 
capabilities on financial text analysis and 
prediction tasks

• The fast development of LLM highlights the need 
for financial evaluation benchmarks



Existing Method

• General-domain benchmarks: MMLU, 
HELM, BIG-bench

• Financial-domain evaluation 
benchmarks: FLUE, BBTCFLEB, PIXIU

• Challenges:
Limited Evaluation Tasks: primarily focus on 
Financial NLP Tasks, ignoring forecasting, 
risk management, and decision-making, etc.



Contributions
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First Comprehensive FinLLMs Benchmark

Features

• New Tasks: Introduces a significantly larger number of tasks and datasets
• Broader Coverage: Covering seven aspects of the financial sector. The 

first benchmark to include the evaluation of stock trading
• New Evaluation Strategy: The first benchmark to include agent-based 

evaluation and Retrieval-Augmented Generation (RAG) based evaluation
• Novel Datasets: Two novel open-source datasets of QA and stock trading 

tasks
• Empowering Financial LLMs Research: Hosted the first shared task 

focused on financial LLMs at the FinNLP-AgentScen workshop during 
IJCAI-2024, attracting 35 registrations and 12 teams.

• 42 datasets spanning 24 financial tasks
• Organized into 8 Categories: Information extraction (IE), textual analysis 

(TA), question answering (QA), text generation (TG), risk management 
(RM), forecasting (FO), decision-making (DM), and Spanish (SP)



FinBen
1. Taxonomy

2. Data Sources

3. Tasks

4. Evaluations



Taxonomy
• Information Extraction: focuses on identifying key entities and relationships within financial 
documents, transforming unstructured data into structured insights 
• Textual Analysis: delves into content and sentiment analysis of financial texts, aiding in market 
trend understanding 
• Question Answering: evaluates the model's ability to comprehend and respond to financial 
queries
• Text Generation: assesses the production of coherent financial text
• Risk Management: involves evaluating creditworthiness, detecting fraud, and ensuring 
regulatory compliance
• Forecasting: predicts future financial trends, enabling strategic responses to market dynamics
• Decision-Making: assesses the model’s proficiency in making informed financial decisions, 
such as developing trading strategies and optimizing investment portfolios
• Spanish: evaluates the model’s multilingual capabilities, particularly in low-resource 
languages.



Data Sources
• Open-sourced datasets from existing studies:
• Designed diverse prompts by domain experts
• Reformulated into instructions

• Datasets from existing evaluation 
benchmarks
• PIXIU, Flare-ES, etc.

• Novel datasets
• FinTrade: Integrating historical stock prices, 

filings data, and news data for 10 stocks over 
a one-year period

• Regulations: Long-form question answering 
(QA) related to Overthe-Counter (OTC) 
derivatives and financial regulations within 
the European Union



Tasks
• Information Extraction:

• Named entity recognition: NER, FINER-ORD; Relation Extraction: FINRED; Causal 
Classification: SC; Causal detection: CD; Numeric Labeling: FNXL; Textual analogy 
parsing: FSRL;

• Textual Analysis:
• Sentiment analysis: the Financial Phrase Bank (FPB), FiQA-SA, TSA; News headline 

classification: Headlines; Hawkish-Dovish classification: FOMC; Argument unit 
classification: FinArg AUC; Argument relation detection: FinArg ARC; Multi-class 
classification: MultiFin; Deal completeness classification: MA; ESG issue 
identification: MLESG

• Question Answering
• Numerical QA: FinQA, TATQA; Multi-turn QA: ConvFinQA; Long-form QA: Regulations;

• Text Generation
• Text summarization: ECTSUM, EDTSUM

• Forecasting

• Stock movement prediction: BigData22, ACL18, CIKM18;
• Risk Management

• Credit scoring: German, Australia, LendingClub; Fraud detection: ccf, CCFraud;
Financial distress identification: Polish, Taiwan; Claim analysis: PortoSeguro,
travelinsurance

• Trading

• Stock trading (Agent-based): FinTrade
• Spanish

• Sentiment analysis: TSA, FinanceES; Multi-class Classification: MultiFin-ES; QA:
EFP, EFPA; Summarization: FNS; 



Evaluations

• 21 representative general LLMs and financial LLMs
• General LLMs:

• Commercial APIs: ChatGPT, GPT-4, Gemini 
Pro

• Open-source: LLaMA2-70B, ChatGLM3-6B, 
Baichuan2-6B, InternLM-7B, Falcon7B, 
Mixtral 8×7B, Code Llama-7B, Qwen 2
7B/72B, LLaMA3.1-8B/70B 

• Financial LLMs: FinGPT, FinMA-7B. DISCFinLLM, 
CFGPT, Xuanyuan 6B/70B

• 16 A100 80GB GPUs x 600 GPU hours ($51,000)



Results



Overall Results
• Information Extraction & Textual Analysis Results

• GPT-4 stands the best

• FinMA-7B is the best open-source LLMs, even better than GPT-4 on
Quantification tasks due to domain fine-tuning, but struggles in IE
tasks.

• Question Answering & Text Generation Results

• GPT-4 and Gemini-pro is the best in QA and TG tasks

• Larger models show better performance in summarization tasks
• Forecasting & Risk Management Results

• All LLMs fail to meet expected outcomes and lag behind traditional 
methodologies.

• LLMs with low instruction-following abilities tend to classify all cases 
into a single class in significant imbalanced data of RM tasks

• Spanish Results

• ChatGPT, GPT-4 and Gemini show limited performance compared 
with English datasets

• Mixtral 7B performs competitively, showing that the multilingual 
ability can improve language-specific tasks

• Smaller models, particularly from the LLaMA family, struggle with 
domain complexities



Decision Making Results
• GPT-4 shows superior trading performance with a >1 Sharpe Ratio

• All LLMs show better performance than Buy & Hold

• Only Large LLMs (>70B) can generate trading actions while small
models (7/13B) fail to handle multiple input sources and complex
instructions



Conclusion
• Introduces FinBen, the first comprehensive evaluation benchmark for LLMs in finance

• FinBen includes 42 diverse datasets spanning 24 tasks, meticulously organized to assess

LLMs across 8 critical aspects: information extraction, textual analysis, question answering,

text generation, risk management, forecasting, decision-making, and Spanish.

• Perform evaluations on 21 general and domain LLMs, revealing the potential and bottleneck

of LLMs in financial tasks and applications

• Aims to expand FinBen to encompass additional languages and a wider array of financial

trading tasks to become the domain-level benchmark



Thank You

Stay tuned with Our leaderboard

https://huggingface.co/spaces/finosfoundation/Open-Financial-LLM-Leaderboard

https://the-finai.github.io/finben.github.io/
https://huggingface.co/spaces/finosfoundation/Open-Financial-LLM-Leaderboard

