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Motivation

● Potential of respiratory audio in healthcare
○ disease detection
○ health monitoring

● Challenges in collecting large labeled datasets for specific tasks
● Need for generalizable and open foundation models



Current Literature and Challenges

● Data: Large amounts of respiratory audio data exist, but a comprehensive, 

curated collection is missing.

● Model: There is a lack of open-source foundation models specifically 

designed for respiratory audio analysis.

● Benchmark: No ready-to-use benchmark exist for evaluating the 

performance of respiratory audio foundation models.



Introduction to OPERA

Goals: Curate large datasets, pretrain acoustic models, benchmark on various tasks



Pretraining datasets

● Curated datasets (136K samples, 440 hours)

○ Sources: COVID-19 Sounds, UK COVID-19, COUGHVID, ICBHI, HF LUNG

○ Types: Breathing, coughing, lung sounds



Pretraining approaches

● Contrastive Learning

○ Transformer-based (OPERA-CT)

○ CNN-based (OPERA-CE)

● Generative Pretraining (OPERA-GT)

○ Vision Transformer with masked 

spectrograms



Benchmarking

⬆ Unseen data sources



Comparing with baselines (linear evaluation)

● OPERA pretrained models

○ OPERA-CT: Contrastive learning with transformers

○ OPERA-CE: Contrastive learning with CNN

○ OPERA-GT: Generative learning with transformers

● OpenSMILE feature set

● General Audio Pretrained Models

○ VGGish [1]: supervised pretraining

○ AudioMAE [2]: unsupervised pretraining

○ CLAP [3]: language supervised pretraining

[1] Hershey, S., Chaudhuri, S., Ellis, D. P., Gemmeke, J. F., Jansen, A., Moore, R. C., ... & Wilson, K. "CNN architectures for large-scale audio classification." ICASSP 2017.
[2] Huang, P. Y., Xu, H., Li, J., Baevski, A., Auli, M., Galuba, W., ... & Feichtenhofer, C. "Masked autoencoders that listen." NeurIPS 2022.
[3] Elizalde, B., Deshmukh, S., Al Ismail, M., & Wang, H.  "Clap learning audio concepts from natural language supervision." ICASSP 2023.



Results
outperforming in 16 out of 19 tasks



Findings

● Superiority over existing acoustic models

○ outperforming in 16 out of 19 tasks

● Generalizability to unseen data sources and respiratory audio types

○ 12 tasks from unseen datasets and respiratory audio types

○ OPERA models achieving the best performance on 10 out of 12
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Findings
● Superiority over existing acoustic models

○ outperforming in 16 out of 19 tasks

● Generalizability to unseen data sources and respiratory audio types

○ 12 tasks from unseen datasets and respiratory audio types

○ OPERA models achieving the best performance on 10 out of 12

● Training design:
○ Contrastive models excel in classification tasks

○ Generative models excel in regression tasks



Conclusion and Future Directions

● Importance of open-source models and datasets for research growth

○ Availability of OPERA resources on GitHub: 

https://github.com/evelyn0414/OPERA

○ Model checkpoints on HuggingFace: 

h"ps://huggingface.co/evelyn0414/OPERA/tree/main.

● Future Directions

○ data efficient fine-tuning

○ the scaling law

○ novel pretraining strategies for unlabeled health audio

https://github.com/evelyn0414/OPERA
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