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Compiler Backend

ØCompiler: Source Code -> Machine Code.

ØFrontEnd, MiddleEnd, BackEnd.

ØBackend: Generating machine code for various processors.

ØChallenges in Backend Development: Slowness and Complexity.

ØSlowness: Necessitating understanding of hardware characteristics and 

compiler infrastructure.

ØComlexity: Magnitude of manual efforts for writing code.
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Background
ØTraditional Manual Approach: Fork-Flow
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Background
ØTraditional Manual Approach: Fork-Flow

ØCurrent Problem:
Ø  Limited accuracy in LLMs (e.g., ChatGPT) for backend code.

ØSolution:
Ø A domain-specific dataset for compiler backend development.



ØFeature

• Large-Scale：5,700,000+ Lines of Code, 181,000+ Functions.

• Multi-Targets: 77 for GCC, 101 for LLVM.

• Versatility: 3 tasks for common scenarios.

• Availability: https://huggingface.co/datasets/docz-ict/ComBack
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ComBack: First Public Dataset for Backends
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Three Tasks in ComBack
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Evaluation
ØSetup: 

Ø6 language models (max 220M parameters) for fine-tuning.

Ø2 LLMs (ChatGPT-3.5-turbo and CodeLLaMA-34B) for inferencing.

ØRQ.1 Improvements of backend code accuracy through fine-tuning.

ØTrain/Validation/Test set: 80%:10%:10%.
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Evaluation
ØRQ.2 Backend code accuracy for new targets of existing types. 

ØTestset: (RISC-V (CPU), ARC (MPU), NVPTX (GPU)).

ØTrain/Validation set: Remainig data (90%:10%).

ØCodeT5+ (220M) for fine-tuning, ChatGPT and Code-LLaMA for 

Inferencing.
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Evaluation
ØRQ.2 Code accuracy for new targets of existing types. 

ØComparing with traditional method (Fork-Flow).

ØSimulating Fork-Flow: Calculate the evaluation metrics between test 

set functions and train/valid set functions.
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Evaluation
ØRQ.2 Code accuracy for new targets of new types. 

ØTestset: (ARC (MPU), NVPTX (GPU)).

ØTrain/Validation set: CPU data (90%:10%).

ØFine-Tuning CodeT5+ (220M) from scratch.
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Evaluation
ØRQ.3 Iterative Expansion Ability. 

ØTestset: (RI5CY (Customized RISC-V Processor)).

ØTrain/Validation set:

ØSet 1: CPU data (without RISC-V) (90%:10%).

ØSet 2: CPU data (with RISC-V) (90%:10%).

ØFine-Tuning CodeT5+ (220M) from scratch.
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