On the Noise Robustness of In-Context Learning for
Text Generation
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B Given a new test input text X..st, We make the generation of output y;.s; Vvia large language models as

Yeest~PLLm Veest [ { (X, Yi)}§<=1» Xtest)

where the context Cx = {(X;, yi)}i, contains K task demonstrations, selected from a large annotated

dataset with N examples D = {(x;,y;)}}L,.

In-context Learning

Demonstrations

a moving , if uneven , success . \n positive Outout
has its charming quirks and its dull spots . \n negative utputs
a comedy that swings and jostles to the rhythms of life . \n positive [ J
... very funny, very enjoyable . .. \n positive 3§<‘§ %‘;
the soundtrack alone is worth the price of admission . \n ?
Test Input
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Demonstration Selection i1s Crucial

B Random: A naive method is to randomly sample the demonstrations from annotated data without

repetition.

POPULATION SAMPLE

... O Random

O O O selection
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Demonstration Selection - TopK

B TopK proposes to select the closest examples to the test input in the embedding space

Cx = Rx(Xtest) = TopKy (s (Xtest, X))
where s(Xest, X) denotes the cosine similarity score between X0+ and x from the annotated dataset.

select nearest neighbors O O
Test Prompt .
encode ~ T Q: What county is Duluth Minnesota in?
[ What countty is Frederick, MD in? } --------- /7 .—'\— A- 5t Louis County

® .
encode I -
Training Data : ______________ \ . v E}: What county i Frederick, MD in? ]

.—f— A
1 N

I What county is Duluth Minnesaota in? ] i
. Y O O

. . GPT-3
E] [What Olympic athlete has won the most medals? ] Q .

1 1 L
| encode ! | Frederick County

Figure 1: In-context example selection for GPT-3. White dots: unused training samples; grey dots: randomly
sampled training samples; red dots: training samples selected by the k-nearest neighbors algorithm in the embedding
space of a sentence encoder.
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Limitation of Clean Hypothesis

B These selection strategies focus on the inputs of demonstrations, assuming that all examples are
labeled correctly in the large dataset.

M In practice, researchers often use crowdsourcing or large language models (LLMSs) such as GPT-4 to

create input-output pairs for new tasks, which inevitably leads to some mistakes in the annotations.

Label Perturbations

Noisy Data

- amatag

Original Data

[ | [ | [ | O | | [’E—Assigned Label
. - . - - True Label
Epgmm
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ICL with noisy demonstrations

B Conditioned on the noisy demonstrations, the generation of output via ICL is made as
Veest ~PLim (Veest [ {(Xi, yi)}%(:l' Xtest)
where {(x;,¥;)}ic, are selected from a large-scale dataset with noisy annotations D = {(x;, 7;)}1L,,

and the output ¥ might be not a correct answer to the input x.
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Mainstream View: label noises do not harm ICL
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Previous works (Min et al., 2022; Fei, et al., 2023; Lyu et al., 2023) show that in-context learning on
classification tasks is fairly robust to label noise in the in-context demonstrations.
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Results with varying number of correct labels in the demonstrations in tasks (Min et al., 2022). The results are evaluated on 16 classification
and 10 multi-choice datasets.

Limitation:

1. Itis still mysterious how noisy labels affect the performance of ICL on text generation tasks.
2. The existing studies only focus on Random demonstration selection method.
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Empirical study of noisy ICL in text generation

We define two categories of noisy annotations based on the input-output relevance,
1. Irrelevant noise assumes that the generation of noisy annotations is conditionally independent of inputs.

2. Relevant noise is a more realistic setting where the corrupted output is relevant to the inputs despite its

Incorrectness.
Support: All forms of life are built of at least one cell. A cell is the basic unit of
Test Input the structure and function of living things.
Question: What are the smallest structural and functional units of all living organisms?
Output:
Setting In-Context Demonstration Prediction

Support: Cells are organized into tissues, tissues are organized into organs.

Clean Question: What is considered the smallest unit of the organ? Cells

Output: Cells
Support: Cells are organized into tissues, tissues are organized into organs.

Irrelevant  Question: What is considered the smallest unit of the organ? Earth
Output: Earth
Support: Cells are organized into tissues, tissues are organized into organs.

Relevant Question: What is considered the smallest unit of the organ? tissues
Output: tissues
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Empirical findings of noisy ICL in text generation

Text generation tasks: question answering, reading comprehension, code generation.
B ICL is not robust to noisy annotations in text generation.
B Selecting a larger set of demonstrations even worsen the performance of text generation.

B The advantages of those powerful selection methods (i.e., TopK and DPP) are neutralized.
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Perplexity in LLM

B The perplexity of tokenized input-output pair z is calculated as:

|z]
1
Perplexity(z) = exp{— m Z log pe(zi|z<i)}
i=1

where log pg(zi|z<;) is the log-likelihood of the i-th token conditioned on the preceding tokens z_;
from the given language model parameterized by 6.
B For language models, perplexity measures the degree of uncertainty in generating new tokens. A

low perplexity indicates that the model makes the prediction with high confidence.

Hugging Face 1s a startup based in New York City and Paris
p(word)
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Perplexity deviation of noisy annotations

B Examples with noisy annotations indeed obtain higher perplexity than those with clean annotations,

B Relevant noises achieve slightly lower perplexity than irrelevant noises since relevant outputs are
close to the inputs despite their erroneous information.

B However, the deviation of the perplexity distribution caused by noisy annotations is marginal,

making it challenging to differentiate noisy annotations from clean ones.

[ Clean [ Trrelevant Noise Relevant Noise
0.009 0.009 0.09 0.09
2:0.006 2:0.006 20.06 20.06
0.003 0.003 0.03 0.03
0.000 350 ().00(}0 230 0.00, 75 0.00 75
Perplexity Perplexity Perplexity Perplexity
(a) NQ (b) WebQ (c) SQUAD (d) SCIQ
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Disentanglement of perplexity

Informally, we decompose the overall Perplexity into two components, as shown below:

Perplexity = Inherent Perplexity + Matching Perplexity

1. Inherent perplexity

how the model is familiar with the task (i.e., the input and the correct output).

2. Matching perplexity

the perplexity deviation caused by noisy outputs, so it can be zero with correct outputs.

Question: How to compare the Matching Perplexity of demonstrations?
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Two assumptions of our method

Here, our approach is built on two natural assumptions that are naturally satisfied in the real world:

1. The clean annotations are the majority in the annotated dataset.

2. Examples that are semantically similar share the same level of inherent perplexity.

The candidate is more likely to be wrongly annotated

if its perplexity is relatively higher than its neighbors
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Local Perplexity Ranking

@ Noisy candidate (Q Clean candidate (7» Clean nearest neighbor

C-000

Candidates | \‘.._‘__’9” @
s . ® @@
|

B Finding the local neighbors: For each candidate z*, we adopt k-Nearest-Neighbors
(k-NN) to find its local neighbors z,, that are close to the candidate in token space.
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Local Perplexity Ranking

@ Noisy candidate (Q Clean candidate (7» Clean nearest neighbor

C-000

Candidates
{Z3K,

B Ranking the perplexity: For each candidate z*, we sort all examples in the cluster in
increasing order by the perplexity and obtain the original indices for the sorted scores as:
I = argsort{Perplexity(z,)}%tl,z, € (z* U Ny (z*))
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Local Perplexity Ranking

@ Noisy candidate © Clean candidate (2 Clean nearest neighbor

©--000

©-0009

1

! Demonstrations
K

{zi}i=1

Candidates
Z3,

B Substituting the noisy candidates: We determine whether a candidate should be replaced by:
1 Loc(z,, 1) -
9(zyn) = (—k+ 1 _y)
where vy is the pre-defined threshold,1(-) is the indicator function and Loc(z,, I) return the index of
Z, in the sorted list 1.
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Advantages of LPR

Algorithm-agnostic
LPR can be easily incorporated into existing demonstration selection methods,

consistently improving the robustness against noisy annotations.

Easy to use
LPR does not require heavy hyperparameter tuning, as it is insensitive to the
threshold value. LPR does not introduce much computational cost due to the

efficient computation of perplexity.
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Experiments

Clean Irelevant Noise Relevant Noise
0% 20% 40% 60% 20% 40% 60%

Random 14.5120.51 10972020 7372045 4234046 12.00£0.65 9.67+0.45 640=1.02
+Ours 15055010 13312025 1151051 §.87+0.74 13742012 13284033  9.43:0.52
TopK  202520.10 13955114 OO07E[13 500108 16212022 [220%022 83505028
+Ours  19.19:0.19 17152050 13542041 9.64:£0.25  17.25+0.69 14.82+0.51  11.98:0.60
. DPP  203520.76 14.69Z094 087=049 5975048 1547E1.00 11285042 789=025

[ | We em p I Oy 6 g ene rat| on d atasets fo r th e +Ours  19.6820.33  16.39:0.45 1331:0.57 1LI3:0.50 1679047 1491-0.18 11.94-091
Random 20372064 1518106 10392083 4.83E0.17 18.29£043 15.02£0.68 13.5050.17

+Ours 2194064 20322092 16332058 12542029 2151+033 1933041 1669111

eval uations, inCI ud i ng Open_domai n question WebQ TopK  30.16=0.58 22.52+0.64 14.52+0.78 8.00x1.12  27.19£027 2282+0.75 18.88+1.09

+0urs  29.24+£0.34 26552024 21.67£1.28 14541102 28.491043 254410.68 21.2810.12

1 1 1 DPP 2040039 22.11£0.81 13.72£027 7.33x0.68 26.18=£1.04 21.53=0.61 16.80=0.17
anSWerI ng (N Q, WEbQ) y read I ng Comprehen8|on +0urs 29921048 26571095 21.94:£1.05 14.8510.81 28.46:1.01 25.61+0.78 21.35:1.17
. Random  56.50+0.57 50.00£0.62 39.10+£0.88 26.204+0.79 53.904+0.65 49.17+0.62 42.03+£0.79

+0urs  57.73+0.79 56.87+0.47 48.50+0.86 43.00+0.86 57.70+-1.31 53.93+0.33 47.93+0.48

(SQUADI SC I Q) ] COde generatlon (GeoQueryl SQUAD TopK  56.97+0.69 S51.83x1.03 42.83x1.68 29.10£2.92 5477£0.69 4937£1.37 4137209
+0urs  57.27+£0.62 5540037 51.43=1.26 41.30=2.65 56.90=0.64 53.90=1.08 48.37L0.66

N L2 Bash) DPP 57.29£0.87 50.57+£033 41.63£1.00 25.67+252 56.10+£0.59 49.57+1.24 43.37+0.78
b +0urs  58.10£0.29 56.73+0.61 52.53+0.33 4293:0.88 57.50+0.54 55.90:0.18 50.77+£0.39

Random 68.15+:0.28 59.19+£1.57 44.19+£289 28214296 64594142 58394+0.16 49.54:+0.80
+0urs  67.93+£0.85 65.06+1.34 5557+0.53 42.00:2.96 66.63=0.94 62.70=1.10 58.92+1.74
SCIQ TopK — 68.62+1.13 59.59+£1.28 45771268 2931£1.73 64.66+£1.34 5854+0.12 49471065
+0urs  70.06£0.32  66.67L0.81 57.44:£1.04 48.06:1.53 67.760.50 63.96:1.71 56.32:2.18

. Our meth Od drastical Iy improves the noise_ DPP 67.29+0.35 57.69£1.83 45341156 2850+1.78 64.884043 5891+0.64 50.00£0.85

L. +0urs  70.57:0.45 67.86£143 59.6512.11 4546:2.72 69.16:098 65.63£0.21 56.72+1.37

robustness performance Of the eXlstlng ICL Random 27.97+0.99 23.18£062 17.44:156 14.10£0.74 26.48+0.17 26.13£0.05 26.25:0.40
+Ours 27274036  27.1240.69 25.52+1.02 22.23+0.67 27.43+071 27.01+0.05 26.73+0.90

- . . GeoQuery  TOPK HAT7TE009 D7IBEIES 17499205 0961308 4I31E046 3848063 34901069
demonstra‘tlon SeleCt|On methods On 6 genera‘“on +0urs 43324005 4225+1.00 33.80+1.43 24394108 42.59+037 39.40+0.37 37.74+1.23
DPP  45.8140.71 31.791503 2154336 106110.15 42071196 30011042 33341053

+0urs 44184047 43.01+0.02 40.94+091 33254127 4149+0.11 40.62+0.06 36.81+0.61

datasets Random 27912037 25372021 15772091 8.9510.65 27.20£1.06 28.09£051 26.27+0.56
+Ours  29.93:1.18 29.0940.26 26041205 2292+0.39 29.01+036 28.92+0.07 2680055
TopK 35712042 27.40£026 20.0010.62 9.951068 32.5/X0.13 30.21L0.08 27481035
+Ours 33924070 32514159 30.50+1.02 23470150 31334004 31394170 29.49:0.06
DPP  37.77£0.02 31.5230.12 23232034 | I1.1622.14 |32.74L029 32561061 26.712X158
+0urs 35851151 32274099 32471040 | 27.84-1.17 [33.63:023 32.53+0.57 28.96:0.98

Dataset  Method
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Experiments
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Figure 3: The average test performance with different thresholds 7 and numbers of local neighbors &
across various noise types. The performance of LPR is insensitive to the hyperparameters.
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Experiments

The larger the LLM is, the higher the improvement we get.

Table 3: Average test performance using varying large language models across various noise types.
The results are shown as Naive/+Ours. The bold indicates the improved results by integrating LPR.

Clean Irelevant Noise Relevant Noise
0% 20% 40% 60% 20% 40% 60%

Llama2-13B 45.13/45.27 38.58/43.47 29.00/39.24 18.93/30.46 42.18/44.32 37.10/41.88 30.67/36.76
Mistral-7B 34.89/34.12  32.12/33.59 26.28/31.56 19.24/27.03 33.43/33.91 30.52/32.64 26.63/30.00
OPT-6.7B 23.46/24.03 17.26/21.31 11.32/17.29 7.68/12.91 20.16/22.40 17.58/20.22 14.95/17.52

Method
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LPR also works for text classification tasks.

Random —=— Random+Ours TopK —=— TopK+Ours DPP —=— DPP+Ours
@75 <80 — | 580
\570 \ §7O 570
£65 = £
= = =
2 60 g 60 g o0
<5 e ey | 80 <50
305 02 a9 02 04 0% 02 04
Noise Ratio Noise Ratio Noise Ratio
(a) SST2 (b) AGNews - Symmetric (c) AGNews -Asymmetric

Figure 4: Average test accuracy on SST2 [46] and AGNews [64]. Different colors indicate the
selection methods. The solid lines denote existing selection methods, and the dotted lines represent
the method integrated by our method. We omit the noisy type on the binary classification — SST2.
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Discussion

One may also ask: can a similar effect be achieved by selecting demonstrations with the
lowest perplexity in the whole dataset?

B The global approach obtains inferior performance compared to our proposed method in
most cases, especially in the cases of clean and low noise rates.

B The local ranking approach requires only 209% of the time required by the global
ranking.

Table 4: Average test performance comparison between global perplexity ranking and local perplexity
ranking. The results are shown as Global/Local. Bold numbers are superior results.

Clean Irrelevant Noise Relevant Noise

Method Time (h)

0%

20%

40%

60%

20%

40%

60%

Random
TopK
DPP

39.32/40.66
40.57/43.94
42.33/44.32

38.94/38.89
39.94/41.44
40.18/41.94

34.41/32.98
35.85/36.02
36.20/36.86

27.82/26.59
31.79/28.38
30.91/28.60

39.23/39.90
40.33/42.60
40.42/42.98

36.38/37.31
38.69/39.53
38.49/40.51

31.76/33.24
33.88/34.48
32.24/35.20

3.48/0.55
3.59/0.57
3.97/0.64

Average

40.74/42.97

39.68/40.76

35.49/35.28

30.17/27.86

39.99/41.83

37.85/39.12

32.63/34.31

3.68/0.59
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Thanks!
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