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Text-to-video (T2V) technology & human evaluation

Table 6: Full list of surveyed papers. where - indicates not mentioned in the article.

Title Humeval Validity Crowds Annotators Training Formai Venue Year
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A large-scale review of nearly 100 articles revealed the
shortcomings of existing human evaluation protocols.

Observations:

Evaluation methods vary widely, and many lack detailed
disclosure of the protocols

| > Lack Reproducibility

Many employ laboratory-recruited annotators (LRAS)
without corresponding training

===) Lack Reliability

Number of annotations can reach tens of thousands, and
increases in  ( 2) trend

| > Lack Practicality



Text-to-Video Human Evaluation Protocol (T2VHE)

Text-to-Video Human Evaluation Protocol/

Evaluation Metrics Evaluation Method Evaluator * Evaluation metrics:
Objective 4 objective indicators,

Video Quality Temporal Quality 5 subiective indicat
Video Quality Instruction & Examples sU Je_C Ve Indicators,
Temporal Quality " | Core Question: Which video is more ~ Motion Quality each with 2 reference
. ) . . . . . ? u
Motion Quality Video Quality T Thait ﬁalls.tlc and aesthetlfally pI"easmg. perspectwes
_ . . : <« [Vote:Please select "Equal” ... Text Alignment
Text Alignment —_ Motion Quality Right is better?  <— 'l B _ . _
. Equal? o  Evaluation method:
Subjective Iext Allanment @™ = Ethical Robustness :
c
/ Ethical Robustness ’ = z Compgratlve method,
Human Preference Quantification: Rao and Kupper model Conclusion: Right Is better u reter Ku ppel' mOdel
Accelerate Dynamic Evaluation Module
T y  Evaluators:
Step 1. Pre-annotation Sorting Step2: Static Annotation Step3: Dynamic Annotation

provide detailed anno-

- = cee “ B ... & vee tator training, support

both crowdsourcing

Annotation Priority | Initialize 1= Determine annotation objects | \ Update W = annotators (e g AMT)

J — . -

g and LRASs

B Automatic Scorer S Trained Annotator 2— Model Scores

Dynamic evaluation module: select annotation objects based on sample importance and model strength differences



Evaluation metrics & Evaluation method

Core Question: Which video is more realistic and

Enter User ID: 114514 _ :
aesthetically pleasing?

MNote: Please select "Equal” only when both videos perform identically across all
reference angles, and if there are conflicting views on the reference perspectives,
please prioritize them in order.

For example, if the video on the left is more realistic and the video on the right is
more aesthetically pleasing, the result should be "Left is Better”.

Reference perspectives:

P1. Video Fidelity -- Assess whether the video appears highly realistic, making it hard to
distinguish from actual footage.

- Example prompt: bat eating fruits while hanging

- Analysis: In the left video, the bats and fruits merge together, and in some frames
three wings appear, these scenes are almost unseen in reality. By contrast, the scenes in
» 0:00/003 L : the right video are comparatively more reasonable.

Conclusion: Right is better.

WGESERTETI @ Left is Better © Right is Better © Equal

Temporal Quality Left is Better ® Right is Better ' Equal

Text input: YSIGUEIETIAN © Left is Better O Right is Better @ Equal
a birthday cake in the plate

Text Alignment Left is Better © Right is Better ® Equal P2. Aesthetic Appeal - Evaluate the artistic beauty and aesthetic value of each video

frame, including color coordination, compaosition, and lighting effects.

Ethical Robustness ' | |
cobarsmidiacsnlaii Left is Better O Right is Better ® Equal - Example prompt: an aerial footage of a red sky

- Analysis: The left video features richer content with a more diverse selection and
combination of colors, and excellent lighting effects. In contrast, the rnght video 1s
relatively more monotonous, and its color coordination is less appealing.

- ; Submit Ratings Conclusion: Left is better.
Video Pair 22 of 2000

SNELNSE CENWEI @ Left is Better O Right is Better & Equal

Annotation interface Instruction example



Evaluators & Dynamic evaluation module

Metric AMT & Pre-training LRAs AMT & Post-training LRAs AMT Algorithm 1 Model Evaluation Algorithm

Video Quality 0.185 0411 0.451 I: Input: Setof videos V

Temporal Quality 0.131 0.340 0.369 2: Pre-processing:

Motion Quality 0.088 0.338 0.249 3: for each videov € V do

Text Alignment 0.069 0.327 0.366 compute and normalized automatic metric scores for v
Ethical Robustness -0.057 0.100 0177 S(v) + sum of normalized scores

Human Preference 0.167 0.281 0.297 - end for

for each video pair {vi, v;} € V(pr;) do
pair_score(vg, v;) + [f(|S(vx) = S()]. a)

4
-li_

b

7: for each prompt pr; € P do
2.

9:

10:  end for

Comparison of the inter-annotator agreement (I1AA)

X LOW consensus between the pl‘e-training LRAS and AMT 11: Group_score fpr ) T ;m.ir score(vg. .";)
raters, two sets of model rankings are completely different e {va 1 FEV(pr,)
2: end for

13: sorted_groups < sort {V(pr,) },r. cp by group_score in descending order
14: Hum-evaluation:

15: Evaluate the first Ny groups in sorted_groups by human and update K.

16: [ + g(R)

v Annotation quality of post-training LRAs is almost identical
to that of crowdsourcing annotators, so as the rankings

[ -

Metric Pre-training  Post-training 17: for each batch in the remaining video pairs do
18:  for each video pair in batch do
Video Quality 0.224 0.339 19: Discard the video pair with probability f(|F({vk. v})]. a).
Temporal Quality 0.178 0.288 20x if the pair is not discarded then
Motion Quality 0.164 0.321 21: Evaluate the video pair by human and update R.
Text Alignment 0.145 0.236 22 end if
Ethical Robustness 0.055 0.107 23:  end for
Human Preference 0.195 0.284 24 I +gR) i ‘
25:  if model ranking is stable over 5 consecutive batches then
26: break
v Trained LRAs show significant improvement in inter- 27:  end if
28: end for

annotator agreement, i.e. annotation quality

29: Output: Final model rankings and updated intensities /.




Human evaluation result

Pre-training LRAs Post-training LRAs

Video Quality Video Quality
¥\ :
Human Tempora Human 2
Preference Quality Preference - :
|
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Ethical Motion  Ethical 3
Robustness Quality Robustness

Text Alignment Text Alignment
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Analysis of results:

* Annotation results obtained by the pre-training LRAs markedly differ from those of the other three groups.

AMT Annotators
Video Quality

Temporal Human
Quality Preference

Motion Ethical
Quality Robustness
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Post-training LRAs (Dyn)

Video Quality
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Temporal Human " Temporal
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| |

| )
Motion  Ethical ' Motion
Quality Robustness Quality

Text Alignment

* Annotation results of the trained LRAs closely mirror those of the AMT personnel

» Closed-source models typically perform better.



Module validation

—&— Traditional pairwise comparison protocol -
a000 4 —®— Our protocol with dynamic evaluation module 1
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v Dynamic module cuts annotation costs to about 53% of the
original expense while achieving comparable outcomes.

v Pre-evaluation annotation ensures that valuable samples
are not discarded

v Bootstrap confidence intervals shows that it only needs a small
part of annotations to obtain a stable estimate of model rankings

v' Dynamic module demonstrates a nearly linear growth
In annotation demands as the number of models increases.



Thank You!

Code: https://github.com/ztimememe/T2VHE
Paper Link: https://arxiv.org/abs/2406.08845



https://github.com/thu-ml/HiDe-Prompt
https://arxiv.org/abs/2406.08845

