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Introduction

Motivation:

• Overcoming alignment complexity in medical multi-modal 

learning.

• Leveraging radiologists’ eye-gaze data for efficient multi-

modal alignment.

Contribution:

• A novel framework EGMA for medical multi-modal 

alignment, which makes the first attempt to integrate eye-

gaze data into vision-language pre-training.

• EGMA demonstrates that even a small amount of eye-gaze 

data can effectively assist in multi-modal pre-training and 

improve the feature representation ability of the model.

Framework

Visualization Results

Experimental Results

Overview: Our EGMA framework processes images and text through an encoder,

extracting patch features and sentence feature representations to generate a fine-grained

similarity matrix for instances. Subsequently, two types of eye-gaze-based auxiliary

information are utilized to achieve fine-grained alignment and cross-mapping alignment at

different stages.

Supervised Classification: Comparison 

results of supervised classification task 

with other SOTA models on CheXpert, 

RSNA, and SIIM-ACR datasets. Area 

under ROC curve (AUROC) is reported 

with different portions of training data: 

1%, 10%, 100%.

Zero-shot Classification: Comparison 

results of zero-shot classification tasks with 

other SOTA models on CheXpert 5x200, 

RSNA, and SIIM-ACR datasets. The 

Accuracy (Acc.) and F1-score (F1) metrics 

are reported.

Image Retrieval: Comparison results of 

zero-shot retrieval task with other SOTA 

models on CheXpert 8x200 dataset. The 

Precision at Top-1, Top-5, and Top-10 are 

reported.

EGMA Paper

Cross-modality Mapping

EGMA Code

• We generate image-to-text and text-to-image alignment 

weight matrices 𝑊𝐼2𝑇 and 𝑊𝑇2𝐼 using matrices 𝐺𝑆𝑘, 𝑥𝑘
𝑃2𝑆

and 𝑥𝑘
𝑆2𝑃, as shown below:

𝑊𝐼2𝑇 = 𝑛𝑜𝑟𝑚(𝜔(𝑥𝑘
𝑃2𝑆)+ 𝐺𝑆𝑘),𝑊
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𝑇

• Here, 𝑛𝑜𝑟𝑚 denotes normalization, and 𝜔 applies sparse and 

binarization operations. Using the weight matrices, we map 

text features ​𝑆𝑘
𝑚 to image features​ 𝐶𝑟𝑜𝑠𝑠_𝑃𝑘

𝑚 and vice versa:
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• Finally, these mapped features and their corresponding target 

features are used to compute the alignment contrastive loss:
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Eye-gaze Guided Fine-grained Alignment

• We utilize eye-gaze-guided fine-grained alignment in our model to enhance the interaction 

between patch and sentence features. Based on local patch and sentence features, we 

compute the similarities between sentences and patches in both directions. Using these 

similarity matrices, we generate a gaze-guided label matrix 𝐺𝐿𝑘 and optimize it through 

multi-label cross-entropy (MLCE) loss. The fine-grained features are calculated as:
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• These fine-grained features are used to enhance the alignment between image and text, 

ensuring that relevant information at the local level is properly captured. Finally, the total 

Eye-Gaze Fine-grained (EGF) alignment loss is calculated as:
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