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Introduction

be determined by an adversary. We consider two cases for rotting rates:

We consider a fundamental sequential learning problem in which an | | 1
o Slow rotting case: for given Vir >0, > . pr < V.

agent must play one arm at a time from an infinite set of arms with

. Abrupt rotti for given Sp e [T], 1+ >, ,'1 0) < Sr.
rotting rewards, where the mean reward of a selected arm may decrease o Abrupt rotting case: for given S € [T], 14,y 1(p: # 0) < St

at each play of the arm. The objective is to find a policy that minimizes the following expected

cumulative regret
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Click rate:
(User boredom)

We propose an algorithm, referred to as UCB-Threshold with Adaptive

Sliding Window. Here we explain how the algorithm works.

T

e Content recommendation systems where click rates of items may

N e The algorithm first selects an arbitrary new arm a € A.

e Then for window-UCB index of the algorithm, we define

WUOB(aa tlv t27 T) — ﬁ[tl,tz](a) + \/12 log(T)/n[tl,tQ](a/)'

decrease because of user boredom when watching the same content.

e Clinical trials in which the eficacy of a medicine may decrease due to * lhen the algorithm pulls the arm consecutively until the following

drug tolerance when a patient takes the same medicine several times. threshold condition is satished:

min WUCB(a,s,t—1,T) <1—.
s€T:(a)

Problem Statement

Mean reward (arm a)

e There are infinitely many arms in A. 4 ' N N\
“ Small Large
e The stochastic reward gained by pulling arm a; at time ¢ is defined as Uecay (@) ER window case | | window case
E
ro = plad) + P -, S IR | Y- )
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e The initial mean rewards {p1(a) € [0, 1]}4eq are i.i.d. rv following > ‘f |
-
He—1(a) F---- B-- @ m e
P(pi(a) > 1 — ) =P(A(a) < z) = O(z”). o Js v
A . . Arm a Small bias Large bias
e At each time ¢, the mean rewards of pulled arm a; is updated as Large variance | | Small variance
- AN /

Mt+1(at) — ,Ut(at) — Pt

The values of rotting rates of pulled arms, {pt}tE[T_l], are assumed to e For slow rotting (V7), we set 6 = dy(8) = max{(Vr /T)l/ (6+2) 1 /Tl/ (/3+1)}

when 8 > 1 and 6y/(8) = max{(Vy/T)"/3,1/v/T} when 0 < 8 < 1.
Here we omit the details for the abrupt rotting (Sr).
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Analysis

We provide the theoretical results as follows.
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