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· +8% v.s. 3D Diffuser Actor (previous SOTA)
· +30% v.s. Previous “Planner + Executor” Method (SuSIE)

Simulation: CALVIN Benchmark

What do we want to build?

Closed-loop beats 
Open-loop

We do need 
adaptive steps

Generalizes across 
models

Key Ablation: Closed-loop v.s. Open-loop
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(b) Closed-loop Visuomotor Control
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Sub-task 1: lift up the pot lid  Sub-task 2: put the fish into the pot Sub-task 3: put the lid on the pot

Task A: pour the shrimp into the plate Task B: stack two bowl

Long-horizon task

Single task

Real-world Robot Experiments

+30%

Inverse Dynamics objective can inherently 
learn to measure the distance of states !

How dose CLOVER work？
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Key Insight
Fig.: Cosine Distance of Current State 

(Obs.) to eight generated sub-goals
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