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Foundation Models
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Evolution of Foundation Models
LLama 3 vs. LLaMa 2 - A Head-to-Head Comparison

Feature LLAMA2-7b LLAMAS3-8b
Hidden Length 4096 8197
Sequence Length 4096 8192
MLP Intermediate 11008 14336
Vocal Length 32000 128256

Evaluation of foundataion model leads to larger Vocal Length & MLP Intermediate
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Mini-Sequence Transformer Yield Memory Saving

& Long Sequence Enable
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Mini-Sequence Transformer: Key Ideas

Key Ideas: Input Partition &
Gradient Accumulation

Input Partition: Split the input
sequence into Mini-sequence

Gradient Accumulation: Restore
the full output/Gradients

Results: optimizing intermediate
values, create more space for
long sequence activation
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Mini-Sequence Transformer (MsT): 12-24x sequence &
TFLOPS equivalence

12-24x longer sequence enable

Maximum Sequence (K) I visttourwor “m
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LLAMA3-8b 5 60 12x e
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Vanilla MST Speedup
LLAMA3-8b 3271 3386 1.02x
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LLAMAZ-78 3290 3656 1.11x 6




