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Typical linear Regression

Feature

Error

Response

EarningsYears of 
schooling

Motivation, 
Ability,…

Error in Variables, 
Unobserved Confounder

Distance to college

Uncorrelated

Instrumental Variable Regression

Good Instrument: 
Highly correlated with 
𝑥 (relevance), 
independent of 
𝜖(exogeneity), affects 
𝑦 only via 𝑥 (exclusion 
restriction)

Correlated

Independent

Independent

Estimate 𝜃∗ with streaming data?

Stage 1. Regress 𝑋 on 𝑍, obtain ෠𝑋 = 𝐸[𝑋|𝑍]

Estimator 1𝑍 ෠𝑋 = 𝐸[𝑋|𝑍]

Stage 2. Regress 𝑌 on ෠𝑋 ( ෠𝑋 is uncorrelated with 𝜖)

Estimator 2෠𝑋 ෠𝑌

Caution: Model misspecification!

Challenges

Unknown inner expectation

Streaming data, can’t estimate 𝔼𝑋|𝑍[𝑔(𝑋)]

Biased Gradient

Our Contribution I: Two-sample Gradient Estimator 

(Unbiased)

Sample: 𝑍𝑡 ∼ 𝒫(𝑍), independent 𝑋𝑡, 𝑋𝑡
′ ∼ 𝒫(𝑋|𝑍𝑡),  𝑌𝑡 ∼ 𝒫(𝑌|𝑋𝑡)

IVaR: An Optimization Viewpoint

No explicit 𝑋 − 𝑍 model. No 𝑋 − 𝑍 misspecification

Our Contribution II: One-sample Gradient Estimator 

Potential instability near bad initialization

(OTSG-IVaR)

Unbiased

Data Example I, One Sample: Children and Their 
Parents’ Labor Supply Data in [AE96]

𝑌 = number of working weeks divided by 52, 𝑋 = 𝕀(number of children is greater 
than 2), 𝑍 = 𝕀(first two siblings are of same sex), 𝜃∗ = Offline estimate

OTSG-IVaR converges 
faster, and doesn’t 
plateau

Simulation: Two Sample

Simulation: One Sample

Data Example II, One Sample : U.S. Portland Cement 
Industry Data in [Rya12]

𝑍 = 𝑊𝑎𝑔𝑒 𝑓𝑜𝑟 𝑠𝑘𝑖𝑙𝑙𝑒𝑑 𝑤𝑜𝑟𝑘𝑒𝑟𝑠, 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑖𝑐𝑒, 𝑐𝑜𝑎𝑙 𝑝𝑟𝑖𝑐𝑒, 𝑔𝑎𝑠 𝑝𝑟𝑖𝑐𝑒 , 
𝑌 = log(𝑠ℎ𝑖𝑝𝑝𝑒𝑑), 𝑋 = log(𝑝𝑟𝑖𝑐𝑒)

Squared Loss

Potentially

(CSO)

Replace inner 𝑋𝑡 by 𝛾𝑡
⊤𝑍𝑡

OTSG-IVaR and CSO both 
converge faster than 
[DVB23]

Takeaway: (IVaR-Opt) is solvable with the two-sample unbiased 
gradient estimator, avoiding matrix inversion and explicit X-Z modeling.

Takeaway: Linear IVaR is solvable with the one-sample-based gradient 
estimator by carefully controlling the bias, avoiding matrix inversion.
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