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Autoformalizing mathematics is hard Informalisation is easier
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' [theorem

When all the girls at Madeline's school line up in
Richworld /. rows of eight, there are seven left over. If instead

E norm eq one of pow eq one
: {C:C}{n:N} (h:
Jt~n=1) (hn:n#0) :
W g =1 :=

knowledge
WIees how many are left

they line up in rows of four,

. over? The final answer is 3

self-contained

precise and
unambiguous

Implicit
reasoning and
abstraction
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For a complex number ¢ and a

natural number n, if ¢ to the power
of n equals 1 and n is not equal to
0, then the norm of C is equal to 1.

. theorem
fixes n:: nat
assumes '"'n mod 8 = 7"

shows '"'n mod 4 = 3"
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Back-translate to improve autoformalization

Archive of Formal Proofs
244K statements MMA: a dataset of 332K corresponding

natural and formal language statements

V7 <

mathlib4 SoTA model
89K statements (GPT4)
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Fine-tune OS models
(Llama 66B & Mistral 7B)



Training on multi-language MMA improves autoformalization

LLaMA Autoformalizing Isabelle Mistral Autoformalizing Isabelle
1001 B Not fine-tuned 1001 Bl Not fine-tuned
B Fine-tuned on Isabelle only B Fine-tuned on Isabelle only
80- B Fine-tuned on Isabelle + Lean4 80- BN Fine-tuned on Isabelle + Lean4 Informal statement: .
Prove that there i1s no rational number whose square 1s 12.
n n
§ § Ground truth in Isabelle:
O O
theorem exercise_1_2: assumes "d x € Q. x~2 = 12" shows False
Base LLaMA model:
Theorem square_of_12_is_not_rational:
== vfl/x)=2 = 19"
0(\@ Ny = 19"
o "x = 1/12"
b "x = 1/12" by (simp add: square_of_one_divide_by_square_of_one)
"x = 12" by (simp add: square_of_one_divide_by_square_of_one)
Correction Effort (lower is better) Correction Effort (lower is better) "x = 12" by (simp add: square_of_one_divide_by_square_of_one)
o _ o "x = 12" by (simp add: square_of_one_divide_by_square_of_one)
LLaMA AUtOfOFma|IZIng Lean4 MIStI"al AUtOfOrma“ZIng Lean4 Ny = IOM by (s]_mp add: Square_of_one_divide_by_square_of_one)
100+ Bl Not fine-tuned 100- B Not fine-tuned "x = 12" by (simp add: square_of_one_divide_by_square_of_one)
BN Fine-tuned on Lean4 only B Fine-tuned on Lean4 only "x = 12" by (simp add: square_of_one_divide_by_square_of"
80 B Fine-tuned on Isabelle + Lean4 801 B Fine-tuned on Isabelle + Lean4 Fine-tuned on Isabelle only:
b bl lemma
§ § " \<lbrace>\<acute>N = 12\<rbrace> \<acute>N
O O := 2 * \<acute>N \<lbrace>\<acute>N = 24\<rbrace>"
Fine-tuned on Isabelle + Lean4:
lemma "— (d x. is_rat x A x°2 = 12)"

Correction Effort (lower is better) Correction Effort (lower is better)



Conclusion

e \We construct MMA, a dataset of 332K corresponding informal-formal
mathematical statement pairs in both Isabelle and Lean4, by informalising
formal repositories.

e \We show that fine-tuning models on MMA significantly improves their
autoformalization abillities, especially when using both formal languages.

e |[terative back-translation in the spirit of our paper might enable large-scale
autoformalization and much stronger neural theorem provers.
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