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Background and Motivation

Pipeline of LLM Alighment
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Background and Motivation

Reward Hacking

Despite the success of reinforcement learning from human feedback (RLHF) in aligning language 
models with human values, reward hacking, also termed reward over-optimization, remains a 
critical challenge. This issue can be manifested in various ways, from copying styles without 
generating meaningful content to exhibiting excessive caution in responses
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Background and Motivation

Motivation

One primary cause of reward over-optimization in the reward modeling process is reward mis-
generalization, where RMs may incorrectly generalize training data, resulting in poor proxies for 
actual human preference. This occurs because the same human feedback can be interpreted in 
multiple ways by RMs, even with ample data.

Consequently, RMs often rely on spurious features, such as length bias, which correlate with 
ranking labels but are irrelevant to human preferences. Over-exploiting such information leads to 
RM overfitting, undermining generalizability and causing instability during the RL stage.
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Methodology

Main Idea

In this work, we propose a new reward modeling framework from an information-theoretic 
perspective, namely, InfoRM. The advantages of our framework are two-fold:

Firstly, leveraging MI modeling, InfoRM removes irrelevant information from the IB latent 
representation, ensuring generalizable human preference modeling. This directly addresses 
reward misgeneralization by retaining only the features that genuinely reflect human preferences.

Secondly, InfoRM excels in detecting over-optimization. We discovered a correlation between 
reward over-optimization and the emergence of outliers in InfoRM’s IB latent space, a phenomenon 
absent in RM without IB. Based on this, we designed the Cluster Separation Index (CSI) to detect 
over-optimization by quantifying deviations in RLHF model-generated sample distributions.
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Methodology

Overview
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Methodology

Formulation
The objective of our information-theoretic reward modeling framework J(θ) can be formulated as follows:

The variational lower bound is:

Thus, the final objective for our information-theoretic reward modeling reads
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Experiments

Simulated Experiments 
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Experiments

Real-World Experiments 
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Reward Over-optimization Detection
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