
Decoding-time language model alignment 
with multiple objectives



• Prompt (State): user queries
• Response (Action): language model 

generation result

Language generation



Picture from 
https://multithreaded.stitchfix.com/blog/2020/08/05/bandits/

Contextual bandits (CBs)
• Context (Prompt) space �
• Arm (Response) space �
• Reward function � �, � ∈  0,1 

Bandits



Our goal is
(For KL-divergence, � � = �log �)

f-divergence regularization



Question we study

Given �ref, �1,�2,...,��, where �� is optimized for �� under �-regularization. 
But we are not allowed to access �� directly.
 
Then how can we decode an optimal response � for � =  �=1

� ����, when 
regularized by �ref?



Key observation

For single-objective reward ��:

For multi-objective reward  �=1
� ���� with any preference vector:



The initial optimization formula:

But do we need a policy to sample from? We may directly consider:

By Legendre transform, the solution is given as:

Reformulation

will discuss later



Greedy approximation during decoding

Specifically, for the commonly used KL regularization, we have a simpler formulation:



Sensitivity
When the given policies are not guaranteed as optimal, we can still have bound on the 
performance, as long as they are not too bad. (we only study the KL-regularization case)

not too bad not deviate too far

performance diffrerence
 is bounded



Requirement on f-divergence

[Necessary] Barrier function: ∇� 0 = ∞.
[Sufficient] Strong-barrier function: barrier function � is continuously 
differentiable and strongly convex on �+.



Requirement on f-divergence

[Necessary] Barrier function: ∇� 0 = ∞.
[Sufficient] Strong-barrier function: barrier function � is continuously 
differentiable and strongly convex on �+.

A motivating example: let � ≡ 0, � ∈ {0,1} is a random variable
then �0 = �0, �1 = �1, but the optimal policy for 0.5�0 + 0.5�1 is �3−�.

Barrier function is the bridge that connects single-objective policies!



Requirement on f-divergence (formal)

[Necessary] Barrier function: ∇� 0 = ∞.
[Sufficient] Strong-barrier function: barrier function � is continuously 
differentiable and strongly convex on �+.

The suboptimality can 
be catastrophic!

(any algorithm obtained) (optimal)



Experimental results

1. Ours
2. Parameter merging
3. Retraining



Experimental results



Experimental results (scale up!)


