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Formulation: Gain Function

 CMDP(𝑆𝑆,𝐴𝐴,𝑃𝑃, 𝑟𝑟, 𝑐𝑐, 𝜌𝜌), Gain function (long-term average reward)

 We consider a parametrized class of policies 𝜋𝜋𝜃𝜃 where 𝜃𝜃 ∈ Θ ⊂ 𝑅𝑅𝑑𝑑

 The original problem is defined as
 

 Regret and violation are defined as
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Formulation: Ergodicity

 Assumption 1: The MDP is ergodic.

 Unique stationary distribution

 Define the mixing time

 One key property of mixing time under ergodic assumption is
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Method
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• Define the Lagrange function 𝐽𝐽𝐿𝐿 𝜃𝜃, 𝜆𝜆 = 𝐽𝐽𝑟𝑟 𝜃𝜃 + 𝜆𝜆𝐽𝐽𝑐𝑐(𝜃𝜃)

• The problem becomes a saddle-point problem 

• Use primal-dual method with policy gradient

• It is well known that the gradient can be written as



Algorithm

5



Challenge

 Challenge: How to get a good estimation of advantage function?

 Discounted setups typically assume access to simulator to obtain unbiased 
value estimator, while such estimate is needed from samples. 

 Since it is single trajectory, unbiased estimator is not straightforward to 
obtain. 

 Solution: Divide each episode into following sub-trajectories 
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Algorithm
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𝑦𝑦𝑗𝑗 = �
𝑡𝑡=𝜏𝜏𝑖𝑖 

𝜏𝜏𝑖𝑖+𝑁𝑁

𝑟𝑟(𝑠𝑠𝑡𝑡 , 𝑎𝑎𝑡𝑡)



Alogrithm: bound the variance
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• Finally, define 𝐻𝐻 = 𝑂𝑂 𝑇𝑇−𝜉𝜉 , it can be proved that

• Using Lemma 2 and Concentration inequality for Markov samples, the 
gradient estimator is close to the true gradient



• The global convergence of Lagrange function can be bounded as

• However, the strong duality property does not hold under the general 
parameterization

• The following Lemma serves as an important tool in disentangling the 
convergence rates of regret and constraint violation

Challenge: Lack of strong duality
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• The sample complexity of reward and violation are

• The best choice for 𝜉𝜉 and 𝜂𝜂 can be solved by

• Finally, the regret and violation can be achieved as 

Global convergence
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