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Exemplar-Free Class Incremental 
Learning

2

van de Ven, Gido M., and Andreas S. Tolias. "Three scenarios for continual learning." arXiv e-prints (2019): arXiv-1904.



Task recency bias in the latent space
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The representation strength of the feature extractor grows with each task, which makes the rank of covariance 
of new classes higher than that of old classes. That causes the norm of the inverse of covariance matrices to 
be lower for later tasks. It causes task recency bias because the inverse is utilized to sample from memorized 
distributions or to calculate Mahalanobis distance when classifying.



Distributions of old classes 
must be adapted!
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Our method: AdaGauss
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Training from scratch
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Starting from a pretrained model
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Anti-collapse helps to increase 
strength of representations 
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Adaptation results
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