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Centroid
Given data  in we define the centroid of  as C ⊂ ℝd C cent(C) =

∑p∈C p

|C |



Hierarchical Agglomerative Clustering (HAC)

•Commonly used form of hierarchical clustering

•Use cases include computational biology and computer vision



Centroid HAC

•Initialize 

•While :


•Merge some  and  where 

𝒞 = {{p} |p ∈ P}
|𝒞 | > 1

̂C1
̂C2

D (cent( ̂C1), cent( ̂C2)) = min
C1,C2∈𝒞

D (cent(C1), cent(C2))
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c-Approximate HAC

•Generally impossible to beat quadratic time with exact HAC

•Approximate HAC lets us find sub-quadratic algorithms



c-Approximate HAC

Approximate HAC:

•Initialize 

•While :


•Merge some  and  where


𝒞 = {{p} |p ∈ P}
|𝒞 | > 1

̂C1
̂C2

D (cent( ̂C1), cent( ̂C2)) = c ⋅ min
C1,C2∈𝒞

D (cent(C1), cent(C2))



Fast Centroid HAC

Theorem: For  points in  there exists an algorithm for 
centroid HAC that runs in time .

n ℝd

Õ(n1+O(1/c2))



Dynamic Approximate Nearest Neighbor 

Search (ANNS)

A Dynamic c-approximate NNS data structure  
maintains a dynamically updated set  and given 
a query point  returns a point  such that:


 

𝒩
S ∈ ℝd

q p ∈ S
D(q, p) ≤ c ⋅ D(q, S)

q

D(q, S)

c ⋅ D(q, S)



Dynamic Approximate Nearest Neighbor 

Search (ANNS)

Theorem: There exists a dynamic c-approximate 
ANNS data structure that supports insertions, 

deletion, and queries in time .Õ(n1/c2+o(1))

q

D(q, S)

c ⋅ D(q, S)



Fast Approximate Centroid HAC

•Let  be a dynamic ANNS data structure

•For every point , find a near neighbor  and insert 
this pair into a priority queue  based on 


•While  is not empty:

•Dequeue the shortest distance  from 

•…


𝒩
p ∈ P q

Q D(p, q)
Q

(p, q, D(p, q)) Q



Fast Approximate Centroid HAC

•If  and  are both active centroids:

•Merge  and 


p q
p q

p
q



Fast Approximate Centroid HAC

•If  is an active centroid:

•Find a new near neighbor 

•If :


•Merge  and 

•Else: Add  to 


p
q*

D(p, q*) ≤ (1 + ϵ) ⋅ D(p, q)
p q*

(p, q*, D(p, q*)) Q

p

q

q*

p

q*



Experiments: Methods

•We use the same meta-algorithm as for our theoretical results

•Replace the ANNS data structure with one the works well in practice

•Practical ANNS based on DiskANN



Experiments: Runtime



Experiments: Quality


