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Introduction
OutdoorHome & Hotel

<man, besides, car> 
<car, parked on, street> 
<tree, besides, sidewalk>

<cat, under, chair> 
<chair, on, floor> 

<sofa, besides, chair>

Shopping & Dine

<waitress, holding, menu> 
<waitress, serving, customers> 

<menu, above, table>

……

TimeNew objects and new relations emerge in new scenes

Continual Scene Graph Generation (CSEGG)



CSEGG Benchmark
Training set

Test set

<kid, on, surfboard> 
<bottle, on, table> 
<logo, on, bottle>

<cup, on, table> 
<bottle, on, table> 
<cur., on, window>

<lady, carrying, box> 
<bottle, on, table> 
<logo, on, bottle><glass, on, table> 

<bottle, on, table> 
<logo, on, bottle>

<lady, has, hat> 
<lady, carrying, basket> 

<basket, attached to, pole>

<woman, sitting on, chair> 
<bottle, on, table> 
<logo, on, bottle>

<short, on, player> 
<bottle, on, table> 
<logo, on, bottle><kid, at, table> 

<man, at, table> 
<woman, sitting on, chair>

<player, wearing, short> 
<logo, on, sign> 

<sock, on, player>

<chair, on, cabinet> 
<bottle, on, table> 
<logo, on, bottle><flower, in, vase> 

<woman, near, table> 
<women, near, vase>

<pizza, on, plate> 
<man, wearing, shirt> 

<logo, on, shirt>

Scenario 1: Relationship Incremental Learning
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Scenario 2: Scene Incremental Learning 

Scenario 3: Relationship Generalization 



Replays via Analysis by Synthesis (RAS) 

training Data Dt

<man, on, horse > 
<man, in front of, horse 

…

unique triplets Ut

random sampling Context 
Checker

Prompt 
Generator

“Realistic Image of man on 
horse and house behind horse 
and man in front of house.”

Image 
GeneratorMt

examplers Et+1



Main Results

RAS outperforms all CSEGG baselines in S1 and S2  



Main Results

Decomposing scene graphs into smaller, diverse components 
with clear prompts is more effective than directly storing and 
using ground truth scene graphs for image generation



Main Results

RAS outperforms Replay@20% (∼2 Gb) while requiring less storage (∼1.2 Gb)



Main Results

CSEGG models still find it challenging to learn new scenes incrementally



Main Results

RAS is more proficient in generalizing to classify relationships among unknown objects



Future Work
➢ Explore CSEGG on video-based datasets. 
➢ Develop a synthetic CSEGG dataset to analyze continual learning under controlled conditions. 
➢ Integrate a generative model with fine-grained control signals
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