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Motivation

⚫ Previous Work

 FL may leak small amounts of local data in low-quality via gradient inversion.

 Trojan attacks on diffusion models enable high-quality image stealing with specific trigger.

⚫ How to steal thousands of high-quality private data?

 ComboTs: select multiple triggers to embed backdoors.

 AdaSCP: Adaptive Scale Critical Parameters is used to circumvent advanced defenses.
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Method

⚫ ComboTs choose two points from candidate positions to form multiple triggers for mapping target images.
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Method

⚫ After training with ComboTs, the poisoned model can restore target images in high quality from Trojan noise.
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Method

⚫ AdaSCP enables DataStealing by training critical parameters and adaptively scaling updates to bypass 

advanced distance-based defenses.
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Result

⚫ Achieves lowest MSE across advanced defenses by adaptively scaling critical updates.

⚫ Other methods either fail to evade detection or lead to model collapse.
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Result

⚫ High-fidelity reconstructions

⚫ Stable model performance without collapse
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Summary

⚫ In summary, our contributions have three folds:

⚫ We explored the vulnerabilities of diffusion models within the FL framework, highlighting new 

avenues for privacy threats through DataStealing task with our proposed ComboTs.

⚫ We propose AdaSCP, to defeat advanced distance-based defenses and seamlessly incorporate 

multiple Trojans into the global diffusion model.

⚫ Extensive experiments have been conducted to assess the efficacy of AdaSCP. Our findings 

illuminate potential future risks to the security of training diffusion models in FL.
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Thanks for your attention!
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