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- What is  an issue with Machine Perception?
- Scaling laws

- Take model
- Take a lot of data. 
- Learn good features. 
- Keep scaling up. 

- Neural nets: Second law of thermodynamics > Laws of Linear Algebra.
- Accuracy pushes.
- Quantize the machine to 8 bits, roll out to real world. 

- Amazing!!!! Isn’t it.
Issues

- ROI seems to reduce i.e. increase in % of accuracy PER amount of parameter increase 
is reducing. 

- No way out of this scaling up problem. 
- Problem: People fighting over getting cluster-time.

- Training takes forever. 
- Sometimes months. 

- We therefore need a fundamental-fix.



- We want to bypass this entirely.
- Something which can run in a toaster. Less than a dollar. 
- We can start calling them :

-    Asynchronous Perception Machines 
- They have started working now. 

Still a long way to go. 

- The way out: Mortal Computation
- Learning good features needs a lot of layers stacked over one other. 

- ASSUMPTIONS



- BREAKING ASSUMPTIONS

- Learning good features needs a lot of layers stacked over one other. 

- DUNNO 
- Let’s assume whole thing is a black-box.

Black BoxI
- 100 layer resnet. 
- 12 layer VIT/transformer.
- Or a 1000 layer tiramisu :-)

H

W

D



- A reinterpretation of Feature Grid.

Black BoxI H

W

- Start thinking of this grid as d dimensional vector at each location.
- So there are h*w such vectors.



- So we can start imagining a new network.

Black Box

(1,1) d
(2,3) d

- so you can query it h*w times.
- you get a d dimensional number everytime.
- problem
- queries (1,1), (2,3) are independent.
- So since patches no longer communicate, 

- there is no more possible way to machine perception.
- H*w queries will make it slow.

- But it will be memory efficient



- Patches can no longer communicate

Black Box

(1,1) d
(2,3) d

Attention
(8x)

- Attention consumes memory. 
- CNN is fine, but loses global-context since only runs on a window. 
- We neither want a CNN, neither a transformer. 

- Something new.
- And we don’t want patches to communicate among themselves. 
- That consumes too much memory!!!

- But we can’t do machine perception without making patches communicate.
- See the paradox!!!

Impossible to get out of this ehhhhh .

- “Classical Fix”



- And that was the assumption of Turing/GLOM

- Attention:
- each eye is an attention head. 
- each head looks at all the tokens. 
- that consumes memory. 



- Turing:
- different cells in the body communicate via 

blood, or substances. 
- GLOM:

- make patches communicate to learn 
“islands of agreement”



- And NOW, we will need another concept.

- THINK OF THIS GRID AS VECTORS!!!!!



- [NeurIPS 2023] Hinton’s Islands of Agreement
- So start thinking of features as little vectors/needles at each location, 

- The only problem was that these islands of agreement were HYPOTHETICAL.



- Algorithm for Hinton’s islands of agreement:

- Take a static image.
- Repeat it many times. 
- It becomes a boring video. 
- Give it to a video transformer. 
- Look at its third or fourth layer 
- You will have a tensor of (H,W,D)
- Do t-sne on that, (H,W,3)
- And then visualize it.

- Video transformer is important. We used Mvitv2.



- Hinton’s Islands of Agreement.

- No more boxes. No more semantic supervision. No 
more parametric upsamplers. 



1 2 3 4

Suppose we want to predict 
Nose



1 2 3 4

Suppose we want to predict 
Nose

READ THIS AGAIN. READY???



1 2 3 4

Suppose we want to predict 
Nose

DNA = 
HINTON’s 

Image



And the architecture becomes: 

1 2 3 4

DNA = 
HINTON’s 

Image

MLP



- THAT IS WHAT WE WERE SORTA FIXED.

- PPL WERE FEEDING IT LIKE THIS.

MLP



- WE FED IT LIKE THIS.

1 2 3 4
MLP

Now look 
at any 
column : 



Here we will lay it out again:

1 2 3 4

I

p



I

p

What we call as 
Trigger Column.



How does it work: The Unfolding

1 CNN Filter II

1



But we need four columns to decode 
image

1 CNN Filter

I

I

1

I

2

I

3

I

4



A q for you: Where are the learnable parameters in this 
mechanism? 

1 CNN Filter

I

I

1

I

2

I
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I
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HERE!!!!!



So Before FORWARD-PASS

1 CNN Filter

I



So DURING FORWARD-PASS

1 CNN Filter

I
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I
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So Before FORWARD-PASS

1 CNN Filter

I

FOLDING



So DURING FORWARD-PASS

1 CNN Filter

I

I
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I
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I
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UN- FOLDING



I
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1 CNN 
Filter

I

I

1

I

2

I
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MLP

UN- FOLDING



MLP

1 CNN 
Filter

FOLDING



UN-FOLDING
MLP

1 CNN 
Filter



MLP

1 CNN 
Filter

FOLDING



UN-FOLDING
MLP

1 CNN 
Filter



How to train GLOM

MLP

1 CNN 
Filter

FOLDED

Image I

UN-FOLDED

MLP

1 CNN 
Filter

I



MLP

1 CNN 
Filter

FOLDED

Image I

UN-FOLDED

MLP

1 CNN 
Filter

I

Cycles of 
learning 
iterations



MLP

1 CNN 
Filter

FOLDED

Image I

UN-FOLDED

MLP

1 CNN 
Filter

I

Cycles of 
learning 
iterations

Do this for bunch 
of images.



During Inference

UN-FOLDED

ML
P

1 CNN 
Filter

I

I



SO what ? You Feed the same image in 
and get it back.

-> You just did it with MLP.
-> MAE did it with a transformer.

-> How is it different from Masked 
Auto-encoder?



-> How is it any different from MAE?

MLP

1 CNN 
Filter

I

I

First image Second Image

vector v1
vector v2



vector v1 vector v2
vector v_i = v1 + (v2-v1)/n

v_i

UN-FOLDED



THIS IS WHAT YOU GET



YOU CAN INTERPOLATE. NO MORE COLLAPSE.



JUST FOLDING-UNFOLDING.



Black and White Becomes Colored



Any modelI

Parallel Perception

12 layers

APMI
(1,1)

Distillation

5 layers

Asynchronous Perception

-  How to make it even fast?
Layer Skipping







DON’t use many samples

Just use 1 sample.



Just use 1 sample.
Test-Time-training

- Take a pre-trained model.
- Idea: there is a test sample, OOD, like corrupted 

with fog etc. 
- Do some learning iterations on this test-sample. 

- SSL task like rotation etc, since label cant be 
used.

- Classify.
- Reset weights
- Repeat for other test-samples.



WE do something DIFFERENT.
- There is no other MODEL which can do that yet.



ONE SAMPLE-OVERFITTING



RECOVERING PATCH TOKENS
FROM 

CLS TOKEN



VIT DOES IT OPPOSITE.

IT SENDS INFO FROM PATCH -> CLS.





Building Object Queries At the top

1 Query :
- What is the weight on each predicted feature so that it explains the CLS token
distilled from a pre-trained teacher?



The Test-Time Training Architecture



- Experiments
Various Imagenet Splits



Experiments
Imagenet-C



Experiments
Cross-Dataset Generalization



APM Feature-Analysis



Conclusion

- APM: A computationally-efficient architecture for test-time-training.
- Competitive performance across various benchmarks. 
- Asynchronous Perception as a different way to do machine perception.
- Demonstrated robustness to extreme-distribution-shifts.
- One sample learning yields islands of agreement. 



Stuff presented in DLCT
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 Perception Machines
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- This talk is HIGHLY UN-PROFESSIONAL 
-  It contains little-godzillas .  
- And the full force of Star trek, star wars, too…  

- Stonehenge and aliens too. 
- It makes jokes. 
- It copy-pastes snippets from Geoff Hinton’s papers 
- It contains weird roleplay scenarios. 

- Last warning!!!



Motivation
- A brief start with:

- Jedi Huntron

3 years AGO 
Geoff sir,  
Geoff sir,  

I need Phd topic 
Can’t decide.

Work on GLOM 
Kiddo. 
Geoff

GLOooooooooM 
Sounds my cuppa 

cake, 
Whatcha GLOM?

Next slide pleaseHehe, it doesnt 
work, but he 

doesn’t know it.



- We want to make this work. 

- 2021

- Why? Hinton is just a “Crazy Old Nut”.  

-  Jedi Warrior Huntron publishes paper

- Not Gen Z. 



- That’s why…

- But, sherioushly: Why work on GLOM?



- So what, hunches have no REAL value. 
- They are NOT publishable…. 
- Who CARES about arxiv. It’s NOT peer-reviewed.

- NeurIPS’24.



- So what, we already have SOTA?



And NOW, ladies and gentlemen, 
Strap on your seatbelts 

 
 
 
 

It’s GANGSTA time,⚔"

JEDI HUNTRON

And HUNT he shall,
HUNT He Shall

PRESENTING



And Then,  
Huntron takes out, 

A lightsaber

 
Okay, Here we go:

Wait.. #
it’s slightly discharged!!



- No more data-augmentation  
- No more encoder-decoder 
- No more  pretext-task  
- No more softmax  
- No more parallel-perception 
- No more routing  
- No more boxes  
- No complex math. Just backprop.



- Revive an OLD mechanism called folding-unfolding. 
 
 
 

-

Shorry, it sorta broke,  
$%&

- What’s Next:



Anything else left  
GEN Z? 

I’m getting bored.



- Geoff sir, Geoff sir, what about  Knowledge 
Distillation ?



live long and prosper ✌

( Old MacDonald 
has a new farm, E-I-

E-I-O! 



- What is  an issue with Machine Perception?
- Scaling laws 

- Take model 
- Take a lot of data.  
- Learn good features.  
- Keep scaling up.  

- Neural nets: Second law of thermodynamics > Laws of Linear Algebra. 
- Accuracy pushes. 
- Quantize the machine to 8 bits, roll out to real world.  

- Amazing!!!! Isn’t it. 
Issues 

- ROI seems to reduce i.e. increase in % of accuracy PER amount of parameter increase 
is reducing.  

- No way out of this scaling up problem.  
- Problem: People fight over getting cluster-time. Bad mojo. Mother earth sad. 

- Sometimes they end up in hospitals. Some lose their lives too. Really.  
- Training takes forever.  
- Sometimes months.  

- We therefore need a fundamental-fix. 



- We want to bypass this entirely. 
- Something which can run in a toaster. Less than a dollar.  
- We can start calling them : 

-    Asynchronous Perception Machines  
- They have started working now.  

Still a long way to go.  
-

- The way out: Mortal Computation

- Learning good features needs a lot of layers stacked over one other. 

- ASSUMPTIONS



- BREAKING ASSUMPTIONS

- Learning good features needs a lot of layers stacked over one other. 

- DUNNO ) 
- Let’s assume whole thing is a black-box.

Black BoxI
- 100 layer resnet.  
- 12 layer VIT/transformer. 
- Or a 1000 layer tiramisu :-)

H

W

D



- A reinterpretation of Feature Grid.

Black BoxI H

W

D

- Start thinking of this grid as d dimensional vector at each location. 
- So there are h*w such vectors.



- So we can start imagining a new network.

Black Box
(1,1) d
(2,3) d

- so you can query it h*w times. 
- you get a d dimensional number everytime. 
- problem 
- queries (1,1), (2,3) are independent. 
- So since patches no longer communicate,  

- there is no more possible way to machine perception. 
- H*w queries will make it slow. 

- But it will be memory efficient



- Patches can no longer communicate

Black Box
(1,1) d
(2,3) d

Attention 
(8x)

- Attention consumes memory.  
- CNN is fine, but loses global-context since only runs on a window.  
- We neither want a CNN, neither a transformer.  

- Something new. 
-  And we don’t want patches to communicate among themselves.  
- That consumes too much memory!!! 

- But we can’t do machine perception without making patches communicate. 
- See the paradox!!! 

Impossible to get out of this ehhhhh .

- “Classical Fix”



- And that was the assumption of Turing/GLOM

- Attention: 
- each eye is an attention head.  
- each head looks at all the tokens.  
- that consumes memory. 



- Turing: 
- different cells in the body/patches-in 

image communicate via blood, or 
substances.  

- GLOM: 
- make patches communicate to learn 

“islands of agreement”



- And NOW, we will need another concept. 
- We turn to Jedi-Huntron. 

- THINK OF THIS GRID AS VECTORS!!!!!



- [NeurIPS 2023] Hinton’s Islands of Agreement
- So start thinking of features as little vectors/needles at each location, 

- The only problem was that these islands of agreement were HYPOTHETICAL.



- And so we steal another idea:   



- Algorithm for Hinton’s islands of agreement:

- Take a static image. 
- Repeat it many times.  
- It becomes a boring video.  
- Give it to a video transformer.  
- Look at its third or fourth layer  
- You will have a tensor of (H,W,D) 
- Do t-sne on that, (H,W,3) 
- And then visualize it. 

- Video transformer is important. We used Mvitv2.



- [NeurIPS23] Hinton’s Islands of Agreement.

- No more boxes. No more semantic supervision. 
No more parametric upsamplers. 



- Correction: Alan turing!!!!!!!****

1 2 3 4

Suppose we want to predict  
Nose



1 2 3 4

Suppose we want to predict  
Nose

READ THIS AGAIN. READY???



1 2 3 4

Suppose we want to predict  
Nose

DNA = 
HINTON’s 

Image



And the architecture becomes: 

1 2 3 4

DNA = 
HINTON’s 

Image

MLP



- THAT IS WHAT WE WERE SORTA FIXED.

- PPL WERE FEEDING IT LIKE THIS.

MLP



- WE FED IT LIKE THIS.

1 2 3 4
MLPNow 

look at 
any 
column : 



Here we will lay it out again:

1 2 3 4

I

p



I

p

What we call as  
Trigger Column.



How does it work: The Unfolding

1 CNN Filter II

1



But we need four columns to decode  
image

1 CNN Filter

I

I

1

I

2

I

3

I

4



A q for you: Where are the learnable parameters in this 
mechanism? 

1 CNN Filter

I

I

1

I

2

I

3

I

4

HERE!!!!!



So Before FORWARD-PASS

1 CNN Filter

I



So DURING FORWARD-PASS

1 CNN Filter

I

I

1

I

2

I

3

I

4



So Before FORWARD-PASS

1 CNN Filter

I

FOLDING



So DURING FORWARD-PASS

1 CNN Filter

I

I

1

I

2

I

3

I

4

UN- FOLDING



I

4

1 CNN 
Filter

I

I

1

I

2

I

3

MLP
UN- FOLDING



MLP

1 CNN 
Filter

FOLDING



UN-FOLDING
MLP

1 CNN 
Filter



MLP

1 CNN 
Filter

FOLDING



UN-FOLDING
MLP

1 CNN 
Filter



STONE-HENGEUN-FOLDING
MLP

1 CNN 
Filter

It’s that fundamental



I went silent.
And then 



GLOM ARCHITECTURE

It’s that fundamental

And we have to explain this 
 to  
“peer-review.” 
-> 10000 reviewers. 
-> and hope someone’s mind 
is open enough to see this. 
-> 2/4 reviewers dont even 
understand it



How to train GLOM

MLP

1 CNN 
Filter

FOLDED

Image I

UN-FOLDED

MLP

1 CNN 
Filter

I



MLP

1 CNN 
Filter

FOLDED

Image I

UN-FOLDED

MLP

1 CNN 
Filter

I



MLP

1 CNN 
Filter

FOLDED

Image I

UN-FOLDED

MLP

1 CNN 
Filter

I

Cycles of 
learning 
iterations



MLP

1 CNN 
Filter

FOLDED

Image I

UN-FOLDED

MLP

1 CNN 
Filter

I

Cycles of 
learning 
iterations

Do this for bunch 
of images.



During Inference

UN-FOLDED

MLP

1 CNN 
Filter

I

I



SO what ? You Feed the same image in 
and get it back. 
    -> You just did it with MLP. 
          -> MAE did it with a transformer. 
-> How is it different from Masked 
Auto-encoder? 



-> How is it any different from MAE? 

MLP

1 CNN 
Filter

I

I

First image Second Image

vector v1
vector v2



vector v1 vector v2
vector v_i = v1 + (v2-v1)/n

v_i

UN-FOLDED



THIS IS WHAT YOU GET



YOU CAN INTERPOLATE. NO MORE COLLAPSE.



JUST FOLDING-UNFOLDING.



Black and White Becomes Colored



 
Geoff sir,  
Geoff sir, 

MLP does image-reconstruction 
now, 

My school-teacher told me it can’t 
Can we make paper? 

That will irritate him hehe.

Geez kiddo,  
Always impatient,  
Not yet,  

Train Time?

1-2 days geoff sir, as 
usual….

, 
Ewwwww!!!!, 
Geoff 
 



Ewwww says Geoff …… 
Need to take care of this, 
GLOMMMM,



Steal Another idea……



Any modelI

Parallel Perception

12 layers

APMI
(1,1)

Distillation

5 layers

Asynchronous Perception

-  How to make it even fast? 
Layer Skipping 







Geoff sir,  
Geoff sir,  

It trains in 2 hours 
instead of a day,  

Can we make a paper 
out of this?

Training? 
Eww, 

Ewwww, 
EWWWWWW,



Ewwww says Geoff……THRICE this 
time, 
Need to take care of this, 
GLOMMMMM, 



DON’t use many samples 

Just use 1 sample.  



Just use 1 sample.  
Test-Time-training

- Take a pre-trained model. 
- Idea: there is a test sample, OOD, like corrupted 

with fog etc.  
- Do some learning iterations on this test-sample.  

- SSL task like rotation etc, since label cant be 
used. 

- Classify. 
- Reset weights 
- Repeat for other test-samples.



WE do something DIFFERENT. 
- There is no other MODEL which can do 

that yet.



TEACHER

GLOM/APM

Image I

Distillation

CLS
TOKENPRETRAINED

RANDOM
WEIGHTS

OVERFIT
ON CLS
TOKEN

ONE SAMPLE-OVERFITTING



RECOVERING PATCH TOKENS 
FROM  

CLS TOKEN



VIT DOES IT OPPOSITE.

IT SENDS INFO FROM PATCH -> CLS.





Building Object Queries At the top

1 Query : 
- What is the weight on each predicted 
feature so that it explains the CLS token 
distilled from a pre-trained teacher?



The Test-Time Training Architecture



- Experiments



Experiments 
Cross-Dataset Generalization



APM Feature-Analysis



Geoff sir,  
Happy now? 
GLOM works.

Backprop? 
Eww, 

Gradient Descent? 
Ewwww 

Eww, Ewww, Ewww, 
Geoff

Ewww still? You are NOT 
easily satisfied ehhh? 

Go find some other kid



Ewwww Continued……

2024

Whatever.

I finally know how the brain 
works.  

It’s a GLOM of all i ever said.
Huntron

Girl who never 
ages.

Really, i am serious this 
time. Pinky swear.
Ewwwwwwwww



Questions?+The one 
Who NEVER 

AGES. 
Weirdos like us

Nothing is ewwww




