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● Local SAEs are trained only to minimize the reconstruction loss at a layer.

● This does not prioritize learning features based on explaining network 
performance.

● Therefore, they may learn less important or irrelevant features.

Problems with standard “local” SAEs



Three settings: local, e2e, e2e+downstream 



Results: Pareto Improvement

Fewer than half the active features per datapoint (L0) to explain same performance.



Results: Auto-Interpretability

e2e+downstream SAEs are approximately interpretable as local SAEs



Results: Dictionary Geometry



● e2e SAEs are 2.5x slower to train (from scratch) on GPT2-small.

Downside
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