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Background
• Existing unified approach: β-condition

• Pros:
• Continuously Adjustable.

• Supporting transitions between tasks.

• Easily integrated into existing model frameworks.

• Cons:
• Optimization is challenging, with variable hyperparams.

• Balancing more tasks is difficult.

• Existing work only considers two task objectives.
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Our Approach
• Built upon existing models (TinyLIC is used in our implementation).

• Minimal additional components (only MLPs), reducing storage and computation overhead.

• Simple and effective optimization strategy, beneficial for task expansion.

• Supports smooth transitions between tasks.
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Training Strategy
• Stage 1:

• Optimize the base model with the Main Path.

• The optimization objectives are Eqs. (6) and (7).

• Stage 2:
• Optimize only the Side Path and Predictor.

• The optimization objective is Eq. (8).

• For MSE optimization, the task loss only includes MSE Loss.

• For vision task optimization, the task loss is defined as Eq. (9).

2024/11/6 vision.nju.edu.cn 5



Performance
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Visualization
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Visualization
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Visualization
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Diving into MPA
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Conclusion
• Key Contribution:

• Introduces the Multi-Path Aggregation (MPA) method for unified image coding that supports both human and 
machine vision tasks.

• Advantages:
• Achieves comparable performance to SOTA single-task models with reduced parameter and computational costs.

• Supports flexible task expansion with minimal parameter fine-tuning.

• Performance Highlights:
• Demonstrates strong rate-distortion and rate-perception performance.

• Shows excellent results in machine vision tasks like classification and segmentation, achieving near full-tuning models.

• Applications and Future Work:
• Suitable for multi-task scenarios that require simultaneous human viewing and machine analysis.

• Future work can focus on joint multi-path optimization to further improve performance and reduce latency.
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