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Layout-to-Image Generation

* Given layout bounding boxes and instance description, generating
an image complies the layout and description

LostGAN Context L21
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Caption: “A woman sitting in a restaurant with a pizza in front of her ”
Grounded text: table, pizza, person, wall, paper, window, bottle, cup
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(a) Input layout (b) Generated masks (c) Gi raed ages

GAN-based Models, closed-set Diffusion-based Models, closed-set Diffusion-based Models, open-set
Improve generation quality Involve larger set of descriptions

Image Synthesis from Layout with Locality-Aware Mask Adaption
LayoutDiffuse: Adapting Foundational Diffusion Models for Layout-to-Image Generation
GLIGEN: Open-Set Grounded Text-to-Image Generation
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Rich-context Layout2image Generation
Layouts urs
A green mug i GLIGEN
A silver and black B S Y AN AL B ' E

stainless steel mug
A yellow mug with
white dots on it.

A mug with
horizontal red and T il "
white strip pattern | S
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Rich-context: The description for each object is more complex and lengthier.
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Desired Properties of L2I

Flexibility Locality
* Flexibility: The model must \
accurately understand rich-context \
descriptions X

Locality: Generated object should be
bounded within its layout bbox

Completeness: All region should be
treated equally when adding layout
conditions, including background

Collectiveness: all object should be / \
considered for overlapping region \

Completeness Collectiveness
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Where/How to Insert Layout Information?

* Each model blockis composed of cony,
cross-attn and self-attn layers.
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denoising step crossattehtion  switch  skip connectlon concat

Diffusion Process ———>» Eemanii%
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Denoising U-Net € 2r Text * The textual information isinserted in cross-

Repres

entations attention layers as keys and values
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* We insert a regional cross-attn layer with
layout conditions after each self-attn layer.

* Each object description cross-attends with
regional image feature as keys and values

Conditions Timestep Textembeddings Layout Conditions

1 1as keys and values as regional keys and values

Relonal
Image feat x| —— Conv  — Cross-atth —* Self-attn 4" & l_’ X1+1
Cross attn

Newly inserted tralnable module

High-resolution image synthesis with latent diffusion models.
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Regional Cross-Attention

We partition the object regions according to
their overlapping states, naming region
reorganization. (Locality)

We apply cross-attention between visual
and textual tokens within each re-
partitioned region. (Flexibility)

Overlapping region will cross-attend with
grounding tokens of all objects within it.
(Collectiveness)

The background will attend with a learnable
null-token. (Completeness)

The grounding tokens are composed of
textual tokens and location tokens. (For
model to recognize overlapped objects with
identical descriptions)
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Sequenced Grounding Encoding

Descriptions

ot

Image features
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Sequenced Grouding Encoding
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Region Reorganization
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Tralning Setting

Loss function o
x¢ (X, t) Noisy image q(x:|xo) = N (xs; v/@xo, (1 — @,)T)

2
L=E;, [(& — g9 (x¢(x0,8),t,1))"]  Predicting the noise £ added on the image

c (x t l) Denoising model conditioned on the noisy image
oo X¢, timestep t and layout information [

Dataset Generation

Recognizing Locating Labelling

Recognize Anything, image tagging GroundingDINO, open-set object detection Qwen-VL, object description

0.5 0.1 0.0 0.0

dog . stick .

DINO

What are the two cities in the above
dog . stick . pictures? Please compare them.

0.6 0.1 0.7 0.e

The first image is the city skyline of Chongqing, which reflects the

dog . stick .
ﬁ
56 sl T BV hustle and bustle of a modern metropolis. The second image is the X
dog . stick . skyline of Beijing, symbolizing the modernization and V4
living room, dog, blanket, carpet, couch, desk, furniture, pillow, plant,

internationalization of the Chinese capital. Both cities are important
sit, wood floor, lamp in China, with unique cultures and development histories.

?E
0.6 0.1 0.0 0.0
dog . stick .
G di i
:> rounding :> .
m- -

Recognize Anything: A Strong Image Tagging Model
Grounding DINO: Marrying DINO with Grounded Pre-Training for Open-Set Object Detection
Qwen-VL: A Versatile Vision-Language Modelfor Understanding, Localization, Text Reading, and Beyond
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Rich-context Dataset

obj1 category obj1 bbox obj1 desc
> cat : :
Recognize Obj. category Grounding ob!2 bbox Qwen Obj.z desc
Image — Anvthing Model — 0bj3 category — DINO —> 0bj3 bbox — Vi LLLM — 0bj3 desc
y g obj4 category obj4 bbox sua obj4 desc

Synthetic rich-context dataset generation pipeline
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(a) Average Caption (b) Gunning Fog Score (c) Unique Words/Sample  (d) Object-label CLIP
Length (Complexity) (Diversity) Alignment Score

Statistics of synthetic rich-context dataset

GLIGEN: Open-Set Grounded Text-to-Image Generation
InstanceDiffusion: Instance-level Control for Image Generation
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Evaluation Metric for Rich-context L2

Crop CLIP score SAM loU score Eliminate

Anything Model

A wooden

spoon

Eliminating results (during evaluation) that do

not align well with human perspective

4 « Conduct a user study for object-text
IO alignment and layout fidelity

Intersection * Objectsize < 5% and >50% of image size

over Union not align well with human feedback

CLIP

CLIP similarity

Segment Anything
Learning Transferable Visual Models From Natural Language Supervision
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Performance Comparison
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— ——— —— * Figure (a), our method shows
' better performance when the
complexity or length of object
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@ Better for complex and lengthy descriptions
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Ablation Studies
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Dataset Attention Module
Backbone CropCLIP SAMIoU
) SelfAttn  SelfAttn  CrossAttn
Word/Phrase  Rich-context GLIGEN InstDiff Ours
SDXL v v 25.40 86.76
SDXL v v 29.79 88.10
SD1.5 v v 25.56 82.72
SD1.5 v v 28.36 85.58
SD1.5 v v 28.94 86.91
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* Word-level dataset trained L2l model can hardly generalize to the rich-
context descriptions.

* The regional cross-attention module is more suitable for rich-context
L2] than existing self-attention-based layout conditioning module.
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Summary

Model
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Region Reorganization

* Afine-tuned layout-to-image
model established on
foundational diffusion model

 Propose regional cross-
attention to improve the layout-
to-image generation quality on
rich-context descriptions

Project page

Dataset

(a) Average Caption
Length

(b) Gunning Fog Score  (c) Unique Words/Sample  (d) Object-label CLIP
(Complexity) (Diversity) Alignment Score

A synthetic dataset curated with
three large pre-trained multi-
modality models

* Rich-context annotations: the
annotations are more diverse,
complex and lengthy while align
better with object
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Description Complexity Description Length

Propose two metrics for rich-
context object-text alignment and
layout fidelity

The proposed method performs
better on complex and lengthy
descriptions
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