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Generative Models for Inverse Problems

Recent generative models have achieved astonishing recovery performance in inverse problems.
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The Uncertainty-Perception Tradeoff

Can we design a restoration model of high perception and low uncertainty?
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The Uncertainty-Perception Tradeoff

Can we design a restoration model of high perception and low uncertainty?
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The Uncertainty-Perception Tradeoff

Can we design a restoration model of high perception and low uncertainty?

We introduce the Uncertainty-Perception (UP) function:

U(P) £ min,__{N(X —X|Y):D,(X,X|V) < P}

Px|y
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The Uncertainty-Perception Tradeoff

Can we design a restoration model of high perception and low uncertainty?

To answer the above, we introduce the Uncertainty-Perception (UP) function:

U(P) = min,  {N(X —X|Y): D,(X,X|Y) < P}
In words, the minimal attainable uncertainty for models achieving perceptual quality of at least P.

Perception D, (X , X ‘ Y) - divergence between the true and estimated distributions.

Uncertainty N (X — X ‘ Y) - entropy power of the estimation error given the observation information.
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The Uncertainty-Perception Tradeoff

Can we design a restoration model of high perception and low uncertainty?

To answer the above, we introduce the Uncertainty-Perception (UP) function:

U(P) £ min,_{N(X - X|Y):D,(X,X|Y) < P}

Px|y

The UP function is monotonically non-increasing and displays the following important property:

n(P) -NX|Y) <UP) < n(P) - N(X|Y) Uncertainty-Perception Plane

* N(X]|Y) is the inherent uncertainty of the inverse problem.

* For Rényi divergence, 1 < n(P) < 2 is a convex function,

categorizing algorithms into 3 distinct performance domains |

1.5 2.0 2.5 3.0
D1,p(X, X[Y)




Impact of Dimensionality

The tradeoff intensifies in higher dimensions!
So minor improvements in perceptual quality leads to dramatic increase in uncertainty
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The Distortion-Perception Tradeoff

*1n 2018, Blau & Michaeli proved that inverse methods display a tradeoff between perceptual quality
and their reconstruction error for any distortion measure.
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The Distortion-Perception Tradeoff

*1n 2018, Blau & Michaeli proved that inverse methods display a tradeoff between perceptual quality
and their reconstruction error for any distortion measure.

Consider the Distortion-Perception function for mean squared-error distortion

_ 1 ~ 2 _
D(P) & ming . {% X —XH :Dv(X,X‘Y) < P}.

We prove that

D(P) = U(P).

The uncertainty—perception tradeoff

J

the distortion—perception tradeofl.
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Experiments

To show the UP tradeotf and its connection to distortion in practice,

we evaluate well-known restoration algorithms -
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Experiments

To show the UP tradeotf and its connection to distortion in practice,

we evaluate well-known restoration algorithms -
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Experiments

To show the UP tradeotf and its connection to distortion in practice,

we evaluate well-known restoration algorithms -
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Experiments

Raising awareness of this tradeoftt 1s crucial for promoting safety and reliability over purely perceptual.
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