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Cutout and CutMix

(cat,dog) = (0,1) (cat,dog) = (0,1) (cat,dog) = (0.4,0.6)
Original Cutout CutMix

[DeVries and Taylor (2017); Yun et al. (2019)]



TL;DR

We Iinvestigate the benefit of
Cutout and CutMix for learning features from data, and
show ERM < Cutout < CutMix in "extracting" rare features



Characteristics of Images

Label-dependent feature
e.g. Cat's face generalize gy

- Label-independent noise
.. e.g. background

Training Data Test Data



Data Distribution

We now define our feature-noise data distribution (X, y) ~ <.

Label y € {£1} is sampled uniformly at random, and
data point X = (x1, ..., x") consists of P "patches" of three different kinds:

X € R9XP One Feature Patch

1 2 3 4 5) (P) . :
x( o x@ xG x@® oy X One Dominant Noise Patch

. P-2 Patches




Data Distribution

D x@ x® x® & ... xP
Feature Patch. For each given label y € {1}, a2 X0 X X
there are K feature vectors {V, ; };cx] .
which occur with conditional probabilities {p; };crx-

There are three kinds of features, with different levels of rarity (small p, means rare)
Common % - C [K], Rare & C [K], and Extremely Rare %  C [K].

Given the choice of y, choose V from {V, ; };<(x) With probability {py } ek @nd
position p™ &€ | P] uniformly at random, set x(P*) =

K
Here, {V, ;}c(+1) ek iS Orthonormal, p; > p, > ... > py, and Zk_lpk = 1.



Data Distribution

D @ B @ O . (P

Dominant Noise Patch.
Sample patch index p # p*. Set

where au is "feature noise" and &) ~ N(0, 0§A).
The feature noise is drawn u ~ Unif{v_, ;,V_; | } to model "confusing" features.

Patch. The remaining P — 2 patches p € [P]\{p*, p} are filled with
independent and identically distributed Gaussian noise x'?) = &) ~ N(0, GSA).

Here, A =1 — Z VS’kVIk and o4 > o.



Network Architecture

We define 2-Layer CNN fy, : R>" — R, WD O O x® xO .. ®
parameterized by W = {w,, w_,} € R, .

Forinput X = (x(V, ..., xP)) € R*P wi/\v'vl‘/\ !\ Wi/\iv_l
we define - -
Jw(X) = 2 ¢ (<W1,X(p)>) — Z ¢ ((w_l,x(l’)>>, +1

p€E|[P] PE|P]

—1

O
If fw(X) > 0, predict y = + 1, and vice versa.

The activation function @ is a smoothed leaky RelLU activation.



Training Procedure 1: ERM

Training Data: {X,,y;};c, 9

We define ERM loss as

1
Zerm(W) = " Z ¢ (Vifw(X)),

1€|n]

where £( - ) is the logistic loss £(z) = log(1 + exp(—2)).
We consider GD on ERM loss L ry(W) with learning rate 7.



Training Procedure 2: Cutout

P
Augmented Data: Foreachi € [n]and € & <[C]) BB I
(P
X, Tp &€
X g= (Xf%,... (P)) where fz%_ { : p & o
0 otherwise

We define Cutout loss as

1
gCutout(W) = ; Z _%”N@c—gf(yifW(Xi,%)) -

1€|n]

We consider GD on Cutout loss £’ u( W) With learning rate 7.

P
We fix | < C < P/2. D is a uniform distribution on <[C] )



Training Procedure 3: CutMix

Augmented Data: Foreachi,j € [n]and & C [P]. J J
(p)
x” ftped
Aijs = (X(l) X\ ) where x\P) = l r .
l]CS) L], 0579 ¢ oo l]CSj l]cSj X](p) Otherwise

We define CutMix loss as

Z CutMlx(W)

] | & y < | | S| p X
n2 S~D ¢ p (ylfW( i,j,CS’)) + — P (y]fw( i,,j,§)) :
1,J€[n]

We consider GD on CutMix loss £ - nvix( W) with learning rate 7.

| P]
9 ¢ is a distribution such that: 1. uniformly choose size s € {0,1,..., P}and 2. uniformly choose & from < .
)



Main Results - ERM

Theorem 3.1 (ERM Training)

Let W be iterates of ERM training. Then with high probability, there exists
Ttrpv such that any T' € [Tgr\, 7] satisfies the following:

1. (Perfectly fits training set): For all i € [n], y; fwo(X;) > 0.

2. (Random guess on new data with rare and extremely rare features):

|
Poxyalfwn(X) > 01~ 1=— > p,
kEF UK L

Here, 7% is any large enough (polynomial in d) admissible training iterations



Main Results - Cutout

Theorem 3.2 (Cutout Training)

Let W be iterates of Cutout training. Then with high probability, there
exists Ty SUCh that any T € [T yioue 1] satisfies the following:

1. (Perfectly fits augmented data): For all1 € [n]| and ¢ < (”C) ]>, Vifwo(X;g) > 0.

2. (Perfectly fits original training data): For all i € [n], y; fwx(X;) > O.

3. (Random guess on new data with extremely rare features):

1
Py lifwn(X) > 017 1= 3 py
ke



Main Results - CutMix

Theorem 3.3 (CutMix Training)

Let W be iterates of CutMix training. Then with high probability, there
exists some T~ i € 10,77] that satisfies the following:

1. (Achieves a Near Stationary Point): HVW‘EZCutMiX (W(TCutMiX))

‘xO

2. (Perfectly fits original training data): For all i € [n], y; fwx(X;) > O.

3. (Almost perfectly classities test data): Py ,).ofwa(X) > 0] =~ 1.



Main Results - Summary

Training Method

\ Rarity Common Rare SUCINEWAREE

ERM (Vanilla
Training)

Cutout




