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Problem formulation

o We observe {(Xi, A, Y;) € 0:=Xx A xY:/é&[n]} produced as:
Q {X;:icn} ' =% where =* € A(X) is a fixed context distribution;
@ The i-th behavioral policy M7 : X x O/~ — A(A) selects the i-th
action as A; |(Xi, Oi—1) ~ ¥ (- | X, 0i—1);
© For a Markov kernel I* : X x A — A(Y), Y; |(X;, A) ~ T (- |X;, Ar).
The conditional mean of Y; is specified as E[Y; | X;, Ai] = p* (Xi, A),
where the function p* : X x A — R is called the treatment effect.
o Let A\4(-) be a base measure over A such that I (- |x;,0i-1) < Aa.
Let 7} (x,0i_1;") := %’:’H) : A — Ry for each i € [n];
@ GOAL: estimation of the off-policy value for an evaluation function
g X x A — R defined as 7 (I*) := Ex=- | (g(X, ), u* (X, -))AA},
where Z* := (=*,*) defines our problem instance;

@ The propensity scores {m} (Xi,0i_1; A;j) : i € [n]} are revealed.
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Meta-algorithm: the class of AIPW estimators

Algorithm 1 Meta-algorithm: augmented inverse propensity weighting (AIPW) estimator.
Input: the dataset D = {(X;,A;,Y;) € O:i €[n]} and an evaluation function g: Xx A - R.

1: For each step i € [n], we compute an estimate /1; (0;_1) € (Xx A — R) of the treatment effect based on
the sample trajectory O;_; up to the (i — 1)-th step. // Implement Algorithm 2 as a subroutine;
2: Consider the AIPW estimator (a.k.a., the doubly-robust (DR) estimator) tAPW(.): O" - R:

tAPW (g.) Zr o)), (3.6)

where the objects being averaged are the AIPW scores f,»(») : O —> Ris defined by

8(xi,a;)

T (o)) :=
(o) 70 (x1,0i_134;)

(vi = Ai0i1) (xi, @)} + (€ (xi, ), i (0i1) (xi, D), - (3.7)

3: return the AIPW estimate 74"V (0,,).

@ AIPW estimation combines the direct method (DM) and the IPW
estimation to leverage their complementary strengths;

o Cross-fitted DR estimator is y/n-consistent and asymptotically

efficient. — We aim at establishing its non-asymptotic theory!
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Non-asymptotic guarantees of the AIPW estimator

Theorem 1 (Non-asymptotic upper bound on the MSE)

For any sequence of estimates {{1; (0;_1) € (X x A — R) : i € [n]} for the
treatment effect *, the AIPW estimator has the MSE bounded above by

Er. [{%ﬁ'PW (0,) T(z*)}z]

1f 5, 18 g2<><,-,A,-){a,-<o,-_1><x,-,A,->—u*(x;,Aof]}
< —<Qvp+— Er« .
- ”{ +”,-; : (1) (X, 0i_1; A7)

o The first term v2 is unavoidable;

@ The second term measures the average estimation error of the
sequence of estimates {/1; (0;_1) € (X x A — R) : i € [n]}.

— We need to choose a sequence which minimizes this term!
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Reduction to online non-parametric regression

@ To construct a desired sequence of estimates for u*, we borrow the
idea of online non-parametric regression (NPR);

Algorithm 2 Online non-parametric regression protocol for estimation of the treatment effect.
Input: the number of rounds n € N.

1: fori=1,2,---,n,do
2 The learner selects a point ji; (O;_;) € (X x A — R) based on the sample trajectory O;_;;
3: The environment then picks a loss function /;(-) : (X x A — R) — R defined as

2
Li(p) == MM—;;(XI,A,)]K Yu(-,) e (XxA—R). (3.12)

() (X, 01-154))

4: end for

5: return the sequence of estimates {/1; (0;_1) € (Xx A — R): i € [n]} of the treatment effect.

@ GOAL: minimize the regret against the best fixed action in hindsight
belonging to a pre-specified function class F C (X x A — R):

n

Regret (n, F; A) := > i {1 (0;_1)} —inf{> fi(p) :pe F
i=1

i=1
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Reduction to online non-parametric regression

Theorem 2 (Oracle inequality for the class of AIPW estimators)

The AIPW estimator using a sequence of estimates for u* produced by the
online NPR algorithm A enjoys the following upper bound on the MSE:

Es- [{%;\'PW (0,) =~ (I*)}z}

(1)
1
<v*2 + ;IEI* [Regret (n, F; A)] + inf{“u - ,u*H%n) HTRS ]-'}) :

<

5 [ =
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Reduction to online non-parametric regression

o If A exhibits a no-regret learning dynamics, i.e.,
Ez- [Regret (n, F; A)] = o(n) as n — oo, the RHS of (1) is
asymptotically the same as

% (Vf + inf{llu — 1y i€ f}) '

@ The AIPW estimator may suffer from an efficiency loss which depends
on how well the unknown treatment effect u* can be approximated by
a member of 7 C (X x A — R) under the ||| ,)-norm.
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Thank you for listening!
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