
• Test-time adaptation (TTA) has been widely explored to 
mitigate misalignment issues in downstream tasks.

• Training-required methods utilize entropy minimization on 
augmented images, which is time-consuming.

• Training-free TTA methods perform feature retrieval on the 
historical samples, which do not effectively exploit the 
fine-grained information.

• Can we bridge the gap between them?

Training-required TTA Training-free TTA

How can we combine training-required TTA with training-free TTA?
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Training-required v.s. Training-free TTA

Cross-entropy Optimization v.s. Cache Classifier

• Samples pull the classifier weights closer of the same class 
while pushing them away from different class weights.

• With well-clustered samples, cross-entropy minimization 
will exhibit similar behavior with the cache classifier! 

Method

• Historical Cache reduce Emperical Risk

Solution: Incorporate boosting samples into the historical cache!

• Historical Cache benefits from Boosting Samples
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