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Training-required v.s. Training-free TTA Boosting your Training-free Adapters

State-of-the-art Comparison

OOD Benchmark
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mitigate misalignment issues in downstream tasks.
_X_A Boosting Samples = ” = & N z = ©
> 8 O — 8 o 7p) — S
* Training-required methods utilize entropy minimization on i s g & & T 2 &5 E § 6§38
g qu u PY Filter by Entropy S o S = ks 3= c% ~ 3 = =
' ' ' l _ I Bird Boosting Distributi
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 Can we bridge the gap between them?
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Cross-entropy Optimization v.s. Cache Classifier Theoretical Analysis

** Classifier Weights

Classfier Distance

——— Optimization Direction @ Feature Center of the Samples Proposition 2. (Historical Cache reduce Emperical Risk) Given f as the training-free classfier
consisting of historical samples only defined by Eq.(4). Let n; to be the number of confident previously
predicted samples in the target domain and k; as the number of historical samples in the cache, with
assumptions 1-3, the following results hold with high-probability for large enough k; and n.
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* Historical Cache benefits from Boosting Samples
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Proposition 3. (Historical Cache benefits from Boosting Samples) Let n; to be all confident
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(a) Cross Entropy Optimization (b) Cache Classifier previously predicted samples in the target domain and ny, be the number of boosting samples that are sottontal rebbr R e a
. £ : drawn from the boosting distribution. Given k; and ky to be the number of historical samples and the . . .
* Sam ples pu I the classifier WEIghtS closer of the same class number of boosting samples to be selected as the nearest neighbors stored in the cache, respectively. Eff|C|ency Ana IySIS
while push I Ng them dway from different class Weights. Let wy; and wy; be the weights defined in Eq.(S) of the historical samples and boosting samples. We
have the f OllOWlng boundf aor the Cip irical riSk Of the CaChe classﬁ 24 deﬁ ned in 7. Augmentation Views Inference Speed (fps) @ Memory (GB) OOD Results  Cross-Domain Results
CLIP - - 82.3 0.7 57.20 63.58
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* With well-clustered samples, cross-entropy minimization NV Lo\Vd Y DiTTPT aiff%sion o 101.1839 144 032 662
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will exhibit similar behavior with the cache classifier! E(f) <0 ((kt n kb) +letz <Ctnt) T ;wb’& (Cbnb) ) : (10) BoostAdapter | Rand. Crop & Rand. Horiz. Flip 64 11.23 12 65.57 68.68




