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Motivation: Separation-Reconstruction(SepRe)

• Time-domain audio separation network (TasNet)

 in the latent space with convolutional encoder instaed of STFT

 shortening the kernel length in the encoder  Effective!

 requires modeling of long sequences

𝑇𝑇 ≈ 102 − 103 𝑇𝑇 ≈ 104 − 105
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Motivation: Separation-Reconstruction(SepRe)

• Late split structure of TasNet

 TasNet: expand the feature size in terms of both length and channel

 why? 

 late split structure of TasNet!

◦ requires to encode all speaker information in a single feature sequence 

◦ an information bottleneck.

◦ the separator must generate all separated features at once

 increases the risk of local minima
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Motivation: Separation-Reconstruction(SepRe)

• Proposed early split structure with shared decoder (ESSD)

 adds a speaker dimension to the feature sequence in advance to distinguish 

between speakers.

 asymmetric strategy of separation encoder and shared decoder

 after splitting, uses weight-sharing decoder to capture discriminative 

features

 reduces the burden on the separator’s encoder
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Motivation: Separation-Reconstruction(SepRe)

• Separation-Reconstruction(SepRe) Method

 weight-sharing block

◦ capture discriminative features

 cross-speaker block 

◦ attend to each other for mistakenly clustered elements

 discriminating and attending between sequences  reconstruction decoder
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Motivation: Separation-Reconstruction(SepRe)
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Architecture of SepReformer

• SepRe method

• U-Net based on multi-scaled sequence

• Proposed Local and Global Processing Unit

• Speaker split: each features in a stage of the encoder are split to the number of spks
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Global-Local Transformer

• Global Transformer with EGA
 Efficient Global Attention

• Local Transformer with CLA
 Convolutional Local Attention

TK

Downsampling T/QT
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Overall Performance

• For benchmark datasets

 WSJ0-2Mix / Libri2Mix

◦ Clean mixture

 WHAM!

◦ Noisy mixture

 WHAMR!

◦ Noisy-reverberant mixture
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Overall Performance

• Performance vs. Computations
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Conclusion

• SepRe method for efficient speech separation

• Global and Local Transformer Units for long sequence

• SepReformer achieved state-of-the-art performance



Thank you!
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