
Optimal Transport-based Labor-free Text Prompt 

Modeling for Sketch Re-identification

Rui Li, Tingting Ren, Jie Wen, Jinxing Li



CONTENT

Introduction01

Method02

Experiment03



Introduction

Traditional person re-identification vs. sketch person re-identification (Re-ID)

Different artists create sketches based on clues provided 

by witness to assist the police in identifying targets.



Introduction

Limitations of traditional models 

Key challenges

• Hard alignment manner: loss constraints.

 Fully capture the complex dependencies and correlations

• Intermediate modality: simulated sketches;  benchmarks containing 

textual information.

 Limited generation performance

 Significant human labor

➢ Developing sufficient textual information as a transition mechanism 

without incurring additional costs

➢ Further exploring fine-grained discriminative information for multi-

granularity interaction
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Preliminary

Optimal Transport (OT) is a mathematical theory that focuses on finding an 

efficient solution between two probability distributions, minimizing the cost of 

transporting one distribution into another.

where  𝑈(𝜶, 𝜷) denotes the transport polytope of 𝜶 and 𝜷, i.e., the solution 

space of 𝑷. The above problem is to find optimal solution 𝑷∗ in a set of all 

possible joint probabilities of (𝑋, 𝑌), where 𝑋 and 𝑌 represent random variables 

with marginal distribution 𝜶 and 𝜷.
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Method

Text Attribute Generation

Based on an RGB image, 𝑘 specific

descriptions about the pedestrian are

obtained through a pre-trained visual

question answering model

𝑎𝑡𝑡 = {𝑎𝑡𝑡1, 𝑎𝑡𝑡2, ⋯ , 𝑎𝑡𝑡𝑘}

Learnable Prompt Strategy

1. Transform these attributes into tokens through CLIP tokenizer 𝒂 = 𝑇𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑟(𝑎𝑡𝑡)

2. 𝑙 learnable prompts are embedded into 𝒂, forming the textual description 𝒒 = {𝑝1, 𝑎1, 𝑝2, 𝑎2, ⋯ , 𝑝𝑙 , 𝑎𝑘}

3. 𝑇he whole token 𝒒 is fed into a frozen text encoder to generate text embeddings 𝑻 = 𝑻𝑠𝑜𝑠, 𝑻𝑙𝑜𝑐𝑎𝑙 , 𝑻𝑒𝑜𝑠



Method

Dynamic Consensus Acquisition

a prototypical descriptor 𝑿 is formed by assigning

local textual features 𝑻𝑙𝑜𝑐𝑎𝑙 to a set of atoms

• Calculate cost matrix 𝑪 based on 𝑻𝑙𝑜𝑐𝑎𝑙 through 

two fully connected layers initialized randomly

• Set a “bin” to capture non-informative features

• Optimal transport problem

Consensus 𝑿 can be obtained: 𝑿 = 𝑃T𝑻𝑙𝑜𝑐𝑎𝑙



Method

Text-injected Coarse-grained Alignment (TCA)

𝑸𝑅/𝑆 = 𝑻𝑒𝑜𝑠 ∙ 𝓌
𝑄

𝑲𝑅/𝑆 = (𝑹/𝑺)𝑐𝑙𝑠∙ 𝓌
𝐾

𝑽𝑅/𝑆= (𝑹/𝑺)𝑐𝑙𝑠∙ 𝓌
𝑉

𝐶𝐴( Τ𝑹 𝑺 , 𝑻𝑒𝑜𝑠) = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑸 Τ𝑅 𝑆, 𝑲 Τ𝑅 𝑆, 𝑽𝑅/𝑆 )

Consensus-guided Fine-grained Interaction 

(CFI)

෡𝑸𝑅/𝑆 = 𝑿 ∙𝓌 ෠𝑄, ෡𝑲𝑅/𝑆 = (𝑹/𝑺)𝑙𝑜𝑐𝑎𝑙∙ 𝓌
෡𝐾

෡𝑽𝑅/𝑆= (𝑹/𝑺)𝑙𝑜𝑐𝑎𝑙∙ 𝓌
෡𝑉

𝐻𝑒𝑎𝑑ℎ
𝑅/𝑆

= 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 ෡𝑸 Τ𝑅 𝑆, ෡𝑲 Τ𝑅 𝑆, ෡𝑽 Τ𝑅 𝑆

𝑀𝐻( Τ𝑹 𝑺 , 𝑿) = 𝐶𝑜𝑛𝑐𝑎𝑡(𝐻𝑒𝑎𝑑1
Τ𝑅 𝑆, ⋯ , 𝐻𝑒𝑎𝑑𝐻

𝑅/𝑆
)

where 𝑹/𝑺 signifies identical operations across both

modalities; 𝓌 Τ𝑄 𝐾/𝑉 and 𝓌 Τ෠𝑄 ෡𝐾/෡𝑉 denote shared learnable

parameters, while 𝑸/෡𝑸𝑅/𝑆, 𝑲/෡𝑲𝑅/𝑆 and 𝑽/෡𝑽𝑅/𝑆 represent

𝑞𝑢𝑒𝑟𝑦, 𝑘𝑒𝑦 and 𝑣𝑎𝑙𝑢𝑒 for either the RGB or sketch

modality, respectively.



Method

Triplet Assignment Loss

Overall Loss

ℒ𝑂𝐿𝑇𝑀 = ℒ𝑖𝑑 + 𝛼ℒ𝑡𝑎𝑙

ℒ𝑡𝑎𝑙 𝑹𝑖 , 𝑺𝑖 = [𝑚 − 𝐷 𝑹𝑖 , 𝑺𝑖 + 𝐷(𝑹𝑖 , ෡𝑺ℎ)]+

+ [𝑚 − 𝐷 𝑹𝑖 , 𝑺𝑖 + 𝐷(෡𝑹ℎ, 𝑺𝑖)]+

where [𝑥]+= max(𝑥, 0), ෡𝑹ℎ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑅𝑗≠𝑅𝑖𝐷(𝑹𝑗 , 𝑺𝑖) and ෡𝑺ℎ =

𝑎𝑟𝑔𝑚𝑎𝑥𝑆𝑗≠𝑆𝑖𝐷(𝑹𝑖 , 𝑺𝑗) are the most similar negatives in 𝑥 for 𝑹𝑖 , 𝑺𝑖 , 

and 𝐸 𝑹𝑖 , 𝑺𝑖 = 𝑓 𝑹𝑖 − 𝑓(𝑺𝑖) 2 denotes the Euclidean distance 

between feature representations obtained by model inference.

𝐷 𝑹𝑖 , 𝑺𝑖 = 𝛾𝐸 𝑹𝑖 , 𝑺𝑖 + 1 − 𝛾 1 − 𝑷𝑖,𝑖
∗ 𝐸 𝑹𝑖 , 𝑺𝑖

we establish a more rational measure for evaluating the proximity 

of feature representations.



Experiments

Main results comparisons



Experiments

Visualization of retrieval results



Experiments

Ablation study
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