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Implicit Neural Representations(INRs)
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INRs fit images in a coarse-to-fine manner
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STRAINER: Learning transferable features for INRs
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Image Fitting: STRAINER converges fast and with high 
quality with just 10 training images. 



STRAINER also generalizes extremely well 
for out–of-domain image fitting

Table 1: In-domain image fitting evaluation. STRAINER’s learned features yield powerful initializa-
tion at test-time resulting in high quality in-domain image fitting

CelebA-HQ AFHQ OASIS-MRI

Method PSNR" SSIM" PSNR" SSIM" PSNR" SSIM"
SIREN 44.91 ± 2.13 0.991 ± 0.007 45.11 ± 3.13 0.991 ± 0.005 53.03 ± 1.72 0.999 ± 0.0002
SIREN fine-tuned 51.11 ± 3.16 0.997 ± 0.013 53.07 ± 3.47 0.997 ± 0.001 58.86 ± 4.12 0.999 ± 0.0012
Meta-learned 5K 53.08 ± 3.36 0.994 ± 0.053 53.27 ± 2.52 0.996 ± 0.044 67.02 ± 2.27 0.999 ± 0.0000
STRAINER (1 decoder) 50.34 ± 2.81 0.997 ± 0.001 51.27 ± 2.94 0.997 ± 0.001 57.76 ± 2.19 0.999 ± 0.0001
STRAINER-10 57.80 ± 3.46 0.999 ± 0.001 58.06 ± 3.75 0.999 ± 0.001 62.80 ± 3.17 0.999 ± 0.0003

SIREN STRAINER Meta-Learned 5K STRAINER-10 Ground truth

MRI new : fig 4

Figure 5: Fitting MRI images from OASIS-MRI dataset. At just 100 iterations, STRAINER is able
to represent medical images with high quality. STRAINER’s initialization allows for fast recovery for
sparse and delicate structures, showing applicability in low-resource medical domains as well.

Table 2: Out of domain image fitting evaluation, when trained on CelebA-HQ and tested on
AFHQ and OASIS-MRI. STRAINER’s learned features are a surprisingly good prior for fitting
images out of its training domain.

AFHQ OASIS-MRI

Method PSNR" SSIM" PSNR" SSIM"
Meta-learned 5K 52.40 ± 4.21 0.991 ± 0.077 65.06 ± 1.04 0.999 ± 0.00001
STRAINER-10 57.46 ± 3.39 0.999 ± 0.0003 72.21 ± 8.73 0.999 ± 0.0001
STRAINER-10 (Gray) – – 74.61 ± 9.96 0.999 ± 0.0003

Table 3: Baseline evaluation for image-fitting for in-domain(ID) and out-of-domain(OD) data.
STRAINER learns more transferable features resulting in better performance across the board. Models
trained on CelebA-HQ unless mentioned otherwise. TTO = Test time optimization.

CelebA-HQ (ID) AFHQ (OOD) OASIS MRI (OOD)
Method PSNR" PSNR" PSNR"
Meta-learned 5K 53.08 52.40 55.86
Trans INR w/o TTO 31.59 28.63 31.97
Trans INR w TTO 51.86 49.01 55.45
IPC(ReLU + Pos Enc.) w/o TTO 33.27 29.96 33.96
IPC(ReLU + Pos Enc.) w TTO 49.72 47.19 51.35

STRAINER-10 57.80 57.46 59.50
STRAINER-10 ( trained on Flowers[1]) - 56.98 58.52
STRAINER-10 ( trained on StanfordCars[2]) - 56.88 59.66

4.4 Image fitting (out-of-domain)

To test out-of-domain transferability of learned STRAINER features, we used STRAINER-10 ’s encoder
trained on CelebA-HQ as initialization for fitting images from AFHQ (cats) and OASIS-MRI datasets
(see Table 2). Since OASIS-MRI are single channel images, we trained Meta-learned 5K and
STRAINER-10 (GRAY) on the green channel only of CelebA-HQ images. To our surprise, we see
STRAINER-10 and STRAINER-10 (GRAY) clearly outperform not only Meta-learned 5K , but also
STRAINER-10 (in-domain). To further validate out of domain performance of STRAINER , we train
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STRAINER converges rapidly for inverse problems

Speedup means interesting priors have been encoded!

Table 4: Out-of-domain image fitting on Kodak Images [3]. STRAINER (trained on CelebA-HQ )
allows better convergence comparable to high capacity SIREN models as indicated by PSNR metric.

Parrot Airplane Statue

Method Width PSNR" SSIM" LPIPS# PSNR" SSIM" LPIPS# PSNR" SSIM" LPIPS#
SIREN 256 36.77 0.94 0.13 31.89 0.87 0.19 34.68 0.94 0.093
STRAINER-10 256 39.55 0.96 0.087 35.03 0.92 0.09 37.84 0.96 0.037
SIREN 512 40.18 0.96 0.11 34.23 0.90 0.14 38.80 0.97 0.051
STRAINER-10 512 44.38 0.97 0.021 38.96 0.96 0.023 43.92 0.98 0.008

Table 5: Training time and compute complexity. We train all the methods for 5000 steps. STRAINER
instantly learns a powerful initialization with minimal data and significantly fewer gradient updates.

Method # training images # learnable params Gradient updates / iteration Time (Nvidia A100)

SIREN N/A 264,707 N/A N/A
STRAINER (1 decoder) 1 264,707 264,707 11.84s
STRAINER-10 (10 decoders) 10 271,646 271,646 24.54s
Meta-learned 5K 10 264,707 794,121 (⇡ 3⇥more) 1432.3s = 23.8 min
TransINR[9] 14,000 ⇡ 40M ⇡ 40M ⇡ 1 day
IPC[23] w TTO 14,000 ⇡ 40M ⇡ 40M ⇡ 1 day

Table 6: STRAINER accelerates recovery of latent images in inverse problems. STRAINER captures
an implicit prior over the training data allowing it to recover a clean latent image of comparable
quality 3⇥ faster making it useful for inverse problems.

Super Resolution (Fast) Super-Resolution (HQ) Denoising

Method PSNR # iterations PSNR # iterations PSNR # iterations

SIREN 32.10 3329 32.10 3329 26.75 ± 1.67 203 ± 66
STRAINER -10 31.56 1102 (⇡ 3⇥ faster) 32.43 3045 26.41 ± 1.39 76 ± 27

STRAINER-10 ’s shared encoder on simply 10 images from Flowers[1] and Stanford Cars[2] datasets
which have different spatial distribution of color and high frequencies than AFHQ and OASIS-MRI.
For fair comparison, all models in Table 3(OOD) were fit with 3-channel RGB or concatenated gray
images in case of OASIS-MRI. As shown in Table 3(OOD), STRAINER-10 provides superior out
of domain performance for AFHQ trained on CelebA-HQ , followed by Flowers and Stanford Cars.
For OASIS-MRI, we see STRAINER-10 having best performance when trained with StanfordCars.
This result suggests that STRAINER is capable of capturing transferable features that generalize well
across natural images.

STRAINER also fits high resolution Kodak[3] images well and is comparable to SIREN networks with
twice the network width.

4.5 Inverse problems: super-resolution and denoising

STRAINER provides a simple way to encode data-driven priors, which can accelerate convergence on
inverse problems such as super-resolution and denoising. We sampled 100 images from CelebA-HQ
at 178⇥ 178 and added 2dB of Poisson random noise. We report mean values of PSNR achieved
by STRAINER and SIREN models along with the iterations required to achieve the values. For super-
resolution, we demonstrate results on one image from DIV2K[4, 47], downscaled to 256 ⇥ 256
for a low resolution input. We used the formulation shown in Equation (1), with A set to a 4⇥
downsampling operation. To embed a prior relevant for clean images, we trained the shared encoder
of STRAINER with high quality images of resolution same as the latent recovered image. At test time,
we fit the STRAINER model to the corrupted image, following Equation (1) and recovered the latent
image during the iteration. We report STRAINER’s ability to recover latent images fast as well as with
high quality in Section 4.5
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Visualizing STRAINER partition geometry in input space
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STRAINER learns blazing fast!

Table 4: Out-of-domain image fitting on Kodak Images [3]. STRAINER (trained on CelebA-HQ )
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