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Semi-supervised 

Multi-label Learning



Semi-Supervised Multi-Label Learning

Multi-Label

Label：
people,

bicycle,

road

Label：
people

bird

road

标题
输入内容

Multi-Class

In multi-label learning, each object is 

also represented by an instance and 

associated with a set of labels instead of a 

single label. The task of multi-label learning 

is to learn a function that can predict the 

correct set of labels for unseen instances.



Semi-Supervised Multi-Label Learning

In supervised learning, the class labels of the samples are known, 

and the goal of learning is to find the relationship between the features of 

the samples and their classes.

However, in many real-world scenarios, the cost of manually labeling 

data is high, which results in a scarcity of labeled samples. In contrast, un-

labeled data can be easily collected, often in quantities that are hundreds 

of times greater than that of labeled data.

Therefore, semi-supervised learning seeks to train a classifier using a 

large number of unlabeled samples and a small number of labeled ones, 

addressing the challenge of insufficient labeled data.



CHAPTER

02 Variance Bias Problem 



Variance Bias Problem

In our preliminary experiments, we found self-training paradigms suffer from 

the variance bias problem by using the labeled and pseudo-labeled samples in 

the context of SSMLL, since it is difficult to guarantee accurate enough 

pseudo-labels.

The variance difference between feature distributions (VDFD) of positive and negative 

samples computed in semi-supervised and supervised manners in VOC2012.



Variance Bias Problem

How Variance Bias Affects the Performance？
We set the ratio of positive and negative sample variances to M.

Given a SSBC dataset with pseudo-labels 𝑺 = {(𝒙𝒊, 𝒚𝒊)} = {(𝒙𝒊, 𝒚𝒊
∗)} ∪ {(𝒙𝒊, ෝ𝒚𝒊)}, the 

optimal linear classifier 𝑓𝑠𝑠𝑙 minimizing the average standard classification error is given 

by:

When 𝑀 > 1, it has the intra-class standard classification errors for the two classes :

and when 𝑀 < 1, they are given by:

We employ variance of class-wise accuracy (VCA) to quantitatively measure the 

model fairness. the variance of class-wise accuracy VCA(𝑓𝑠𝑠𝑙) is increasing when 𝑀 →

∞ for 𝑀 > 1 and 𝑀 → 0 for 𝑀 < 1. Suppose log(
𝛼(2−𝜖−−2𝜖+)

(1−𝛼)(2−2𝜖−−𝜖+)
) = 0, then when 𝑀 = 1, 

𝑅(𝑓𝑠𝑠𝑙, +1) = 𝑅(𝑓𝑠𝑠𝑙, −1) and VCA(𝑓𝑠𝑠𝑙) = 0.
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𝑺𝟐𝑴𝑳𝟐 − 𝑩𝑩𝑨𝑴 Method

(1) We develop a novel SSMLL method, namely 𝑺𝟐𝑴𝑳𝟐 − 𝑩𝑩𝑨𝑴, by balancing the 
variance bias between positive and negative samples from the perspective of the 
feature angle distribution for each label.

(2) We design a new BBAM loss by extending the traditional binary angular margin 
loss with feature angle distribution transformations under the Gaussian assumption.

(4) We construct extensive experiments to evaluate 𝑺𝟐𝑴𝑳𝟐 − 𝑩𝑩𝑨𝑴.

(3) We suggest an efficient prototype-based negative sampling method to maintain 
high-quality negative samples for each label.



𝑺𝟐𝑴𝑳𝟐 − 𝑩𝑩𝑨𝑴 Method

We propose a novel Balanced Binary Angular Margin (BBAM) loss ℓBBAM(·, ·), 
aiming to balance the variance bias of positive and negative samples for each label 
from the feature angle distribution perspective with the Gaussian assumption.

Ωk denotes high-quality negative sample sets constructed by negative 
sampling.

Pseudo-labels of unlabeled data {𝑦𝑖
𝑢}𝑖=1

𝑖=𝑁𝑢are produced by employing 
the Class-Aware Pesudo-labeling (CAP) trick.



𝑺𝟐𝑴𝑳𝟐 − 𝑩𝑩𝑨𝑴 Method

BBAM loss is extended from the Binary Angular Margin (BAM) loss, which measures 

the label-specific prediction risk by using the angle between the latent feature and 

boundary.

To address the previously mentioned variance bias, for each category k, we 

suppose that label angles of its positive samples and ones of its negative samples are 

drawn from a label-specific“positive”Gaussian distribution  𝜇𝑘
(𝑝)
, (𝜎𝑘

2)(𝑝) and a 

label-specific “negative” one  𝜇𝑘
(𝑝)
, (𝜎𝑘

2)(𝑝) , respectively.

According to the properties of Gaussian distribution, we can easily transfer their 

variance to consistency.



𝑺𝟐𝑴𝑳𝟐 − 𝑩𝑩𝑨𝑴 Method

We approximate and with labeled and pseudo-

labeled samples per-epoch.

The label angles between label prototypes and latent features of samples are given 

by:

𝑐𝑘 is label prototype and 𝑧𝑖 is latent feature.

Accordingly, the estimations of above can be formulated as:



𝑺𝟐𝑴𝑳𝟐 − 𝑩𝑩𝑨𝑴 Method

To further alleviate the imbalance issue of positive and negative samples for each 

category, we also introduce negative sampling techniques.

For each category, we measure similarity scores of negative samples based on 

label prototypes, and construct a combination based on selecting the nearest negative 

samples.

The final negative sample sets are generated by :

with size:                         , where

η controls the proportion of positive and negative samples of each category.
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Experimental Result

Overall, our method achieved 

good performance on all five 

metrics. 

Our model ranks first on 

average on five datasets and 

has a significant advantage over 

other methods.

The comparison between 

macro-f1 and micro-f1 show that

the fairness has been improved 

after apply our method.



Experimental Result

The ablation study result indicate that our method can significantly reduce variance 

differences. And constraining the angle variance between positive and negative samples 

can effectively improve the accuracy.



Thank you for listening！


