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Background: Network neuroscience

Predict the brain state given human
brain networks

1. MRIlis anon-invasive 3D imaging

2. Pre-defined brain atlas partition 3D
images into regions

3. Regions refer to nodes of the
graph along with regional signals.

Gray matter surface & human connectome
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Background: Two types of graph

#4 #5 #4 — Cognitive
: : tasks
Gray links are SC
D ©) « DWI shows the orientation of

Vision

white matter fibers
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gululea aulyoe|

vemoy  Red links are FC
.+ fMRI measures blood-oxygen

D il level dependent (BOLD)
Structural g . +» Region-wise Pearson correlation
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Problem 1: Inter-subject variations

« Everyone has a different SC and FC, but has the similar function
e Structure and functions are changing each other

Social connecting via a
Route planning common friend
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Problem 1: Inter-subject variations

« Everyone has a different SC and FC, but has the similar function

How to couple structure and
function together?

Brain resilience for
white-matter lesions
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Previous works

* Univariate structure-function coupling
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[1] Fotiadis, Panagiotis, et al. "Structure—function coupling in macroscale human brain networks." Nature Reviews Neuroscience (2024): 1-17.
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Problem 2

« Graph topology representation learning

Type Time
PathNN [40] All simple paths  5.23s (H = 4), 650s (H = 5)
Graphormer [37]  Shortest distance  270ms (H = 7)

None

=

How can we train
machine learning on
neural pathways?
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Previous works

* Methods dedicated on brain networks did not consider high-
order structures
 BNT, BolT, BrainGNN, BrainCNN...

* High-order graph neural networks need to find high-order
structures in advance
« GSN, PathNN...




Motivation 1

A multivariate structure-function relationship named
topological detour is one of the biases causing inter-subject

variations in brain network.

#4 s y 5
#1 #2 #1 #2 ......
#3 #3
Detour#1 Detour#2 Detour#3
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Motivation 2

Transformer self-attention matrix can be treated as a graph
adjacency matrix. Then it can be reduced to path adjacency

Transformer:

layer2
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softmax(

« Graphormer:

A = (haWq)(h; W)™
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filtering
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Detour adjacency

Mult-head
self-attention
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Methods: Define the detour pathway

Detour adjacency matrix D" .= ((As)h > 0) , (AF)

H_J

Paths in SC graph l
Edges in FC graph

Instead of knowing all paths, D indicates if there are h-long
detours connecting a pair of node.




Methods: NeuroPath

Twin branch design of multi-head self-attention (MHSA)
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Node features
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Theoretical analysis: Pathway Representation
Get the weights of detours to one FC edge.

Fact 3.1. The top pathway representations are obtained by arg max; p, (% > jep Sij’_}’hwfiwj),

where S denotes the softmax of self-attention, p C PH is a set of node index of a path and P is the
node collection of neural pathways within H-hop starting at i-th node.

When interpret the results: via Depth-First
Search algorithm




Statistical analysis: Detour degree
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[2] Susan et. al., The lifespan human connectome project in aging: an overview. Neuroimage, 185:335-348, 2019.
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Statistical analysis: Detour degree

Hypothesis: Degree is differentiated by main networks

SN - —

The default mode
network is a distributed
network of brain regions
most active and
connected during rest

https://www.08t.com/connectomeguide




Statistical analysis: Detour degree

Hypothesis: Node degree is differentiated by main networks

Visual network is
consisted of the primary
visual areas

=

SO -

https://www.08t.com/connectomeguide




Statistical analysis: Detour degree

Hypothesis: Node degree is differentiated by main networks

The precentral gyrus
contained architecture has
been known to be involved
In motor function has
been known since
electrical stimulation
experiments in dogs in the
last 19th century.
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Observation of p-values

Test on HCP-Aging (n=732)
dataset

« Detour degree is significantly
different only in DMN, VN, SMN

« FC degree is significantly different
in most of regions .

FC threshold is 0.5
SC threshold is 0.1

Functional sub-networks
Default Mode {5 Visual ($ Sensorimotor

l _ <« Detourdegree

Sub-networks

Rj | I B B J ] « FCdegree




Female group in HCPA

Observation of p-values

Test on female group

Observation is the same

Functional sub-networks
Default Mode (& Visual (> Sensorimotor

1 l I < Detour degree

Over
|

ratlo L i I I I 11 I l: [ <« FC degree




Observation of p-values

Test on male group

Observation is partially the same

Male group in HCPA

FC degree

Functional sub-networks
Default Mode {3 Visual (C Sensorimotor

ratio Illlllllll I«FCdegree

Over- ' I
i <« Detour degree
l_‘l l'___l___




Experimental designs

Task/rest classification AD/Normal classification
HCPA AUKB . ADNI OASIS
static ~ dynamic lstatic [ rdynamiq static ~ dynamic  static dynamic
|G| 4,863 18,306 5,890 22,600 138 294 402 1,678
IC| 4 4 2 2 2 2 2 2
avg(D) | 6.53  13.52 12485  36. 44.44  43.89 5647  59.36
« FC graph construction: +  Node feature:
1. Entire sessio a. Correlation
2. 100 timepoints b. BOLD signal

Exp. Design
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Experimental designs

Comparing methods

MLP .
baselines
GCN
2021, MIA° BrainGNN
2022, NeurlPS BNT > Methods dedicated on brain networks

2023, MIA BolT

2021, NeurlPS Graphormer

2023, 1ICLR ~ NAGphormer
NeuroPath

} General graph transformers

Exp. Design
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Experiment 1
Task/rest?

Red: 15t
Blue: 2nd
Orange: 3™

HCPA CORR

HCPA BOLD UKB CORR UKB BOLD
static dynamic  static dynamic  static dynamic static dynamic

e Accuracy

MLP 96.0140.50 92.574+0.32 93424058 83.6411.33 99.0040.15 97.7040.32 99.051+0.45 96.42.4560
GCN 95.8540.93 91954045 92941558 84.604+0.45 99.0010.22 97.5441024 993141033 93.39410.71
BrainGNN 90.8541.35 86.0042.64 89.384088 72.6243.33 97.5440.52 95324168 90.33492720 86.11+4.04
BNT 97924065 94.1840.35 92.5741.10 86.5540.37 98.7140.34 97.1540.49 98.644+0.158 95.98.( 44
BolT 96.40:|:0_41 91.68:|:0_33 95.78;&[).55 91.92:&[).69 9913:|:0‘3‘3 97.61:}:0.23 99.29i0_25 98.22:&0_31
Graphormer 78.80i5_39 78.73:|:1_91 59.63:|:5_07 65.01:|:3_84 92.76:|:10_05 81.98:}:9_83 86.82i12_42 55.56:&21_03
NAGphorme,r 93.67:|:(]_95 90.73:|:(]_54 94.76:|:1_15 82.02:|:1_77 98.79:|:0_35 96.83:}:0_36 99-22i0.36 9290:&0.69
NeuroPath  96.69+10.54 92.7610.52 95.0341.93 87.54410.77 99.2241024 97774021 99.59:021 94124075
e F1 score

MLP 96.01:|:U_4g 92.525:0_35 93.42:|:D_5g 82.86:|:1_63 99.00:|:0_15 97.69j:0.32 99.05i0.49 96-42:&0.60
GCN 95.85;|:(]_95 91.90:|:(].41 92-98:|:D_6(] 83.95:|:0.37 99.00:|:0.22 97.53j:0.24 99.31i0_33 93.36:&0_71
BrainGNN 909211 41 85.4343.37 89.3842.92 64.40+6.67 975441052 95.30+1.71 90351270 86.0914.18
BNT 97921066 94.1610.35 92.57 1122 86.4510.40 98. 714034 97.1540.40 98.6410.18 95.97 1043
BolT 06.3810.42 91.6640.30 95781057 91.7620.78 99.1310.34 97.604+023 99.29.026 982243
Graphormer 77.2947.15 75.2642.66 53.05+5.81 57.04+1.46 92.67+10.25 80.19411.35 86.54113.03 50.12197 58
NAGphormer 93.69410.95 90.6410.68 94.76£1.16 81.06+2.03 98.79+0.35 96.824035 99.2240.36 92.88+10.6s
NeuroPath 96.70:|:|j_54 92.72:|:|j_54 95.09:[:1_86 87.03:|:()_g5 99-22i[).24 97.77:{:[)_21 99.59:{:0.21 94.11i0_75




Experiment 1

AD/Normal
?

Red: 1st
Blue: 2nd
Orange: 3™
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ADNI CORR

ADNI BOLD OASIS CORR OASIS BOLD
static dynamic  static dynamic  static dynamic  static dynamic

e Accuracy

MLP 79.26:|:10.34 82.68:&5.71 80.67:&7_26 82.93:|:6_35 89.28:&3_58 89.32:&3.18 88.9913_52 89.02:{:3_25
GCN 84.22 1602 83.30+6.30 80.67+726 83.53+5.39 88.804288 88.304+3.54 88.274+4.87 88.49413.16
BrainGNN 82-07:|:6.86 83.30:&5,42 82-0716.86 83.4216_05 89.29:|:4,75 89.65:{:3,31 87.76:|:4.64 89.275:3_36
BNT 82.814+6.47 83.30+6.30 82.67+4.40 84.3316.00 89.02+3.48 89.984575 88.75+4.36 89.57+3.02
BolT 82.00+3.51 80341282 81411708 80.80+753 88.301377 88.9713.04 87541462 88.5041335
Graphormer 82‘74:|:5.89 83.28:]:5_80 83.48i5_31 81.28i5_5g 88.55:}:4.22 88.5713_13 87.49:1:5_19 88.98;{;3_25
NAGphormer 82.744589 82.794582 81.3346.00 82.174+5.73 89.5343.33 88.64+385 89.024348 89.2143.44
NeuroPath 85.56i4.97 83.82:{:3,94 83.48:&5.31 83.68:|:5.64 90.01;{:3,42 89.49 3.33 89.02:{:3_48 89.21 3,44
e F1 score

MLP T4.724+5867 T77.984579 74.9619.17 76. 754708 87.054500 80. 744481 85.27 4482 250245 03
GCN 78.53i9_76 76.95:&8.17 76.19;&8_50 77-87:I:5.66 84.75:&5_56 85.71;&4_10 85.5615.55 85.86i3_g7
BrainGNN 76.57i10_01 79-1418.02 75.1119_59 78.82i6_96 86.0715.71 85.1214.90 84.94i5.22 84.50:&5_00
BNT 79.6846.15 78.714667 80.161501 80.5045.40 86.074319 86.73 1357 85.3241485 85.6714.04
BOIT 79.64i4_33 76.89i7,75 76.6818_77 77-92:|:8.62 85-49i3.85 84.9114.76 84-9]i4.76 84.7014_39
Graphormer 78.1446.03 782945020 77.784551 76.74+6.905 84.77+524 85674372 854441473 844044 77
NAGphormer 76-57:]:6_57 76.46;}:5_93 7540:&8.58 77.80:I:7.01 85.61:&4_79 84.76:&4_58 83.87:&5_02 84.4814_58
NeuroPath 83291445 79931583 77.3547.35 78.0515 02 86374503 86201445 87.0243.77 85.0144.48




Experiment 1

Average ranking

MLP GCN BrainGNN BNT BolT Graphormer NAGphormer NeuroPath
HCPA 4.0 4.5 7.0 2.8 2.5 8.0 53 2.0
UKB 3.0 3.75 7.0 5.0 2.3 8.0 53 1.8
ADNI 6.9 4.4 4.1 2.1 5.8 4.6 5.8 1.6
OASIS 33 53 4.4 2. 6.5 6.4 5.0 2.5

NeuroPath is the best in the average performance
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Experiment 2

Zero-shot
learning
between four
datasets using
BOLD as node
feature

=

OASIS—ADNI ADNI—OASIS
static dynamic  static dynamic
Graphormer  77.63+2.89 77.244+734 79.6947.71 83.5546.90
NAGphOI‘II]BI‘ 73.11:|:5_g(] 78.09i7_24 69.63i1g_99 78-09j:7.08
NeuroPath 79.78 353 81.57.1724 80.03.1550 79.6546.35
HCPA—UKB UKB—HCPA
static dynamic  static dynamic
Graphormer 39-09:|:28.14 50-97i4.01 57.78114_50 64.36j:7_90
NAGphormer 74.494+4.01 70.17+1.31 89.774+0.94 73.4410.70
NeuroPath 91.29:|:2_1g 72.08i2_15 90.61;&3_65 75-62j:2.98




Experiment 3: Ablation studies

Twin branch is better than single branch

ADNI OASIS HCPA UKB

Accuracy Flscore  Accuracy Fl1score  Accuracy Flscore  Accuracy Fl1 score
None 82421598 78.65+7.37 88.524348 86.194381 97.5310.50 97.53+0.51 99.5340.22 99.5310.22

w/ TD-MHSA 82.741788 77.514+9.39 89.054+3.99 86.114+4.30 97.3340.44 97.3440.43 99.1040.13 99.1040.13
w/ FC-MHSA 81.93:|:3_25 80.97;&4_20 89.31:|:4_36 86.58:|:5.87 97.72:!:0.34 97-7210.34 99-25:|:0.18 99-25:|:D.18
w/ both 85.564+4.97 83.291445 90.01+:3 42 86.37+5.03 98.2310.45 98.2310.45 99.59. 021 99.59.¢.21

« Graph construction: Entire session

fTT]T « Node feature: BOLD signal m




Experiment 3: Ablation studies

Hyperparameter —_sso- e b0 - UKB
H controls how  gers- /\/\ 99.2 - /\___/\
w
long a detour = 57.0- _ 99.0- |
pathway i 065 | | 333 rt:-zglons' 088 | 333 rgglonsl
2 4 6 8 2 4 6 8
modeled o 90- ADNI . OASIS
Q - -
Finer regions have g ” ~So— N\ 200 —
— 80- 87.5 -
longer detour n )
pathways 75- 116 regions °° 160 regions
L R
Pathway length Pathway length

Graph construction: Entire session

Tﬂ? « Node feature: BOLD signal m
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Experiment 3: Ablation studies

ks -

Deeper graph

UKB

neural networks
can be unstable

Ours is the most
stable model in
comparison

HCPA Rank Rank
Layer # 4 8 16 4 8 16
BNT 91.81 93.41 93.28 3.67 88.63 96.32 97.45 3.00
BolT 97.01 97.81 88.23 2.33 81.36 89.20 89.84 4.00
Graphormer 64.08 47.01 50.84 5.00 43.42 43.44 59.46 5.00
NAGphormer 96.89 97.26 97.22 2.33 99.24 98.95 99.20 2.00
NeuroPath ~ 97.76 97.72 96.60 1.67 99.59 99.61 99.44 1.00

ADNI Rank OASIS Rank
BNT 76.39 7591 77.28 3.67 85.32 85.96 85.21 3.33
BolT 75.93 78.67 78.23 2.67 85.30 84.55 85.55 3.67
Graphormer 78.58 74.12 74.12 4.00 84.45 83.87 83.87 5.00
NAGphormer 75.86 77.15 78.44 3.00 86.05 86.49 85.78 1.67
NeuroPath ~ 78.93 78.42 78.32 1.67 86.16 86.77 85.78 1.00

Graph construction: Entire session

Node feature: BOLD signal
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Experiment 3: Ablation studies

Higher threshold
smaller

degree

Lower threshold
bigger degree

Ours is the most
stable model in

comparison

HCPA Rank UKB Rank
FC threshold 0.3 05 0.7 03 05 0.7
BNT 05.73 92.57 84.51 4.00 76.41 98.64 94.46 4.33
BolT 87.02 95.78 94.68 3.00 86.98 99.29 87.04 3.67
Graphormer 90.41 53.05 88.43 4.33 97.76 86.54 96.73 3.67
NAGphormer 96.08 94.76 96.85 2.33 97.80 99.22 98.78 2.33
NeuroPath 97.57 95.09 97.32 1.33 99.27 99.59 99.15 1.00

ADNI Rank OASIS Rank
BNT 77.74 80.16 77.92 1.67 85.14 85.32 86.05 3.67
BolT 74.33 76.68 76.53 4.00 84.98 84.91 84.67 4.67
Graphormer 75.82 77.78 75.17 3.33 86.23 85.44 87.15 2.00
NAGphormer 72.55 75.40 77.29 4.67 86.32 83.87 85.78 3.67
NeuroPath 78.36 77.35 79.49 1.67 86.59 87.02 86.13 1.33

Graph construction: Entire session

Node feature: BOLD signal
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Experiment 4: Case study

Run DFS algorithm on three FC links that are significant in
subcortical, entorhinal cortex, occipital lobe, and parietal lobe

AD prediction uses
longer detours than the
Normal
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Conclusions

1. Detour in SC is one of inter-subject variations in brain
networks with statistical evidence.

2. Path representation learning can be implemented without
searching them in advance by reducing/filtering self-
attention with theoretical supports.

3. NeuroPath has the best and stable performance in real-
world applications including zero-shot learning.
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Conclusions

Future directions
1. Theory: Is there a specific reduction of self-attention

2.

3.

softmax theoretically refers to all nodes of all simple paths?

Statistics: How edge weights of FC and SC related to
detour adjacency?

Real-world application: Other than Logistic/non-linear

regression, how to apply to generative or unsupervised
tasks?

m
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