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Differentiable Structure Learning for Causal Discovery

§Structure learning aims to recover the structure of  the causal 
grahical model, a directed acyclic graph (DAG), that represents 
causal mechanisms underlying the observational data.
§ Biology
§Advertising
§ Public policy
§ ...
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Differentiable Structure Learning for Causal Discovery

§Traditional structure learning is a combinatorial optimization problem, 
searching for the DAG with the optimal data approximation score. 

§ Zheng et al. [2018] reformulates structure learning as a continuous 
optimization problem by proposing a smooth function to characterize the 
ayclicity property of  a graph.
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Differentiable Structure Learning with Partial Orders

§The order relationship of  variables, characterized by partial orders, is a 
common and important prior type in real-world, and can be easily 
incorporated in order-based search in combinatorial structure learning.

§However, partial order constraints can not be easily integrated in 
differentiable structure learning as it is modeled in the graph space 
instead of  order space.
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HOW TO CHARACTERIZE DIFFERENTIALBLY?
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Structural Equation Model
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Task Definition of  Differentiable Structure Learning
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Some designs of the Acyclicity Constraint:
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Partial Orders to Equivalent Path Absences
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Partial Orders to Equivalent Path Absences
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Continuous Characterization of  Path Absences

§Given that the (�, �)th element of                  represents the 
existence of  k-length paths from node � to �, we have the 
following formula to characterize path absence constriants:
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Continuous Characterization of  Path Absences
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Augmented Acyclicity for Partial Orders
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Augmented Acyclicity for Partial Orders

11/6/2024 University of Science and Technology of China 16



Augmented Acyclicity for Partial Orders
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For each maximal path in          , we constraint that adding the edges from the path to the graph 
preserves it as a DAG.



Augmented Acyclicity for Partial Orders
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Augmented Acyclicity for Partial Orders
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Conclusion

§This paper enhances the field of  differentiable structure learning 
by enabling this framework to apply priors of  partial order 
constraints.

§We systematically analyze the related challenges of  applying 
flexible order constraints and propose a novel and effective 
strategy to address them by augmenting the acyclicity constraint, 
with a theoretical proof  confirming the correctness and 
completeness of  our strategy.
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Thank you
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